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Abstract

We argue that narrow framing, whereby an agent who is offered a new gamble evaluates that gamble in isolation, separately from other risks she already faces, may be a more important feature of decision-making under risk than previously realized. To demonstrate this, we present evidence on typical attitudes to independent monetary gambles with both large and small stakes and show that across a wide range of utility functions, including all expected utility and many non-expected utility specifications, the only ones that can easily capture these attitudes are precisely those exhibiting narrow framing. Our analysis also makes predictions about the kinds of preferences that might be able to address the stock market participation and equity premium puzzles. We illustrate these predictions in simple portfolio choice and equilibrium settings.
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1 Introduction

Economists, and financial economists in particular, have long been interested in how people evaluate risks of different kinds. In this paper, we try to shed new light on this topic. Specifically, we argue that a feature known as narrow framing may play a more important role in decision-making under risk than previously realized.

In traditional models that define utility over total wealth or consumption, an agent who is offered a new gamble evaluates that gamble by merging it with the other risks she already faces and checking whether the combination is attractive. Narrow framing, by contrast, occurs when an agent who is offered a new gamble evaluates that gamble to some extent in isolation, separately from her other risks. More formally, she derives utility directly from the outcome of the gamble, and not just indirectly from its contribution to total wealth. Equivalently, her utility function depends on the outcome of the new gamble over and above what that outcome means for her total wealth or consumption risk.

Our starting point is attitudes to the simplest imaginable form of risk: independent monetary gambles with just two equiprobable outcomes, a gain and a loss, of small to moderate size. The accumulated evidence from years of experimental work suggests that people are strongly averse to such gambles when the gain is much less than twice the size of the loss. To confirm this result once again, we conduct our own experiments with several groups of subjects, including one group of very wealthy individuals, and find that the majority do indeed reject a 50:50 bet offering, for example, a $550 gain against a $500 loss.

We then ask what kinds of intertemporal utility functions can explain this aversion to small-scale risk, and at the same time, make sensible predictions about attitudes to large-scale gambles: for example, that the individual would accept a clearly attractive large-scale gamble such as a 50:50 bet to win $20 million or lose $10,000.

While the observations we are trying to explain seem very intuitive, we find that a surprisingly wide range of utility functions, covering all expected utility and many non-expected utility specifications, have great difficulty capturing them. Among utility functions used by financial economists, the only ones that can address these observations with any degree of satisfaction are precisely those exhibiting narrow framing, as well another feature known as first-order risk aversion. First-order risk aversion means that a utility function is locally risk averse, unlike many standard preferences that are smooth and therefore locally risk-neutral. Loss aversion, whereby the agent’s utility function is kinked at the current wealth level, is a simple example of first-order risk aversion.

To see why these two features are necessary, consider first a utility function without first-order risk aversion, in other words, one which is locally smooth. Since the agent is locally risk-neutral, she will normally be very happy to accept a small, actuarially attractive
gambles like the 550/500 bet.\footnote{We use the notation $g/l$ to refer to a 50:50 bet offering a gain of $g$ against a loss of $l$.} To make her reject it, we need to generate very high local curvature, which in turn means choosing very extreme parameters. However, such parameters almost always also imply very high \textit{global} risk aversion, thereby making the individual reject apparently attractive larger-scale gambles like the 20 million/10,000 bet. To avoid such counterfactual predictions, we need utility functions that are locally risk averse, not locally risk-neutral; in other words, utility functions exhibiting first-order risk aversion.

This argument for first-order risk aversion has already appeared in various guises in the literature (Epstein and Zin 1990, Rabin 2000). Our contribution on this specific point is simply to check whether results known to hold in static settings also extend to intertemporal ones. Our principal contribution, however, is a novel argument showing that even utility functions with first-order risk aversion have difficulty explaining attitudes to large and small-scale risks at the same time and that in general, narrow framing is also needed.

The intuition for this result is straightforward. Suppose that an investor with first-order risk aversion, but who does \textit{not} engage in narrow framing, is offered a small, actuarially attractive and independent gamble to be resolved at some point in the future: the 550/500 bet, say. Now also make the reasonable assumption that the investor faces some pre-existing risk, such as labor income risk or house price risk. In the absence of narrow framing, the investor must evaluate the new gamble by merging it with her pre-existing risk and checking if the combination is attractive. It turns out that the combination is almost always attractive: since the new gamble is independent of the agent’s other risks, it brings her useful diversification benefits, which, even though first-order risk averse, she can still enjoy. The only way to make the agent reject the gamble is, once again, to choose extreme parameter values. However, these parameters will again imply, counterfactually, the rejection of clearly attractive gambles with larger stakes, such as the 20 million/10,000 bet.

In order to explain the commonly observed aversion to the 550/500 bet, then, it must be that the investor does \textit{not} fully merge it with pre-existing risks, but that to some extent, she evaluates it in isolation; in other words, she must frame the gamble narrowly. Using a recently developed preference specification that allows for both first-order risk aversion \textit{and} narrow framing, we confirm that such utility functions can indeed easily explain aversion to the 550/500 bet, while also making sensible predictions about attitudes to large-scale risks: if the agent’s first-order risk aversion is focused specifically on the 550/500 bet rather than just on her overall wealth risk, she will be reluctant to take the gamble.

Our analysis of independent monetary gambles has useful implications for financial markets and in particular, for understanding the stock market participation and equity premium puzzles. Consider first the participation puzzle: the fact that even though stocks have a high mean return, many people appear reluctant to allocate any money to them (Mankiw and
Zeldes 1991, Haliassos and Bertaut 1995). What kinds of preferences might most easily generate such non-participation?

Previous research has found that for most households, stock market risk has a correlation close to zero with other important risks, such as labor income risk, proprietary income risk and house price risk (Heaton and Lucas, 2000). Asking what kinds of preferences can explain non-participation therefore reduces to asking what kinds of preferences can explain people’s refusal to add even a small amount of a relatively uncorrelated risk – stock market risk – to their other risks.

Our earlier analysis is well-suited for answering this question. There, we saw that the easiest way to explain rejection of a small, uncorrelated gamble is to use preferences with first-order risk aversion and that allow for the narrow framing of the gamble. A simple way of explaining the rejection of a small position in the stock market is therefore to use preferences with first-order risk aversion and that allow for the narrow framing of stocks – in other words, the evaluation of stock market risk in isolation, to some extent.

In a simple portfolio choice setting, we confirm this prediction, as well another prediction of our earlier analysis: that preferences without narrow framing will have a harder time explaining non-participation, even if they exhibit first-order risk aversion. In the absence of narrow framing, the investor must evaluate stocks by merging them with her other risks and checking if the combination is attractive. Since stocks are a relatively uncorrelated risk, a small equity position brings useful diversification benefits which the investor generally does find attractive, even if first-order risk averse. By having the investor evaluate stocks in isolation – by focusing her first-order risk aversion specifically on stocks rather than just on her overall wealth risk – we get around this difficulty and can more easily generate non-participation.

Our results on monetary gambles also shed light on what kinds of preferences might be able, in a representative agent equilibrium, to generate a large equity premium. We argue that in many representative agent economies, the stock market is a relatively uncorrelated and relatively small risk. In such economies, then, preferences with first-order risk aversion and that allow for the narrow framing of stocks should easily generate aversion to equity risk, and thereby also a large premium for holding that risk. We confirm this, and also show that the narrow framing ingredient is again important. Preferences with first-order risk aversion alone do not generate as large a premium: the representative agent is then much more willing to hold stocks, as merging them with her pre-existing risks is diversifying.

Our paper builds on earlier work investigating what kinds of preferences can simultaneously explain attitudes to both small and large-scale risks. Kandel and Stambaugh (1991) point out that power utility functions have trouble doing so, while Rabin (2000) shows that the difficulty extends to all one-period expected utility functions defined over wealth. The
main contribution of our research is to show that the problem extends more broadly, to a
much wider range of preferences, and indeed that it is almost impossible to explain attitudes
to both large and small-scale risks without appealing to narrow framing.

While the term “narrow framing” was first used by Kahneman and Lovallo (1993), the
more general concept of “decision framing” was introduced much earlier by Tversky and
Kahneman (1981). There are already several cleverly-designed laboratory demonstrations
of narrow framing available in the literature. Our paper shows that a more basic piece of
evidence on attitudes to risk, not normally associated with narrow framing, should most
probably also be thought of in these terms. Moreover, while existing demonstrations of
narrow framing do not always have obvious counterparts in the everyday risks people face,
the simple risks we consider do – not least in stock market risk – making our results applicable
in a variety of contexts.

In Section 2, we discuss typical attitudes to simple monetary gambles and introduce
various classes of utility functions whose ability to match those attitudes we are interested
in. In Section 3, we show that without first-order risk aversion, it is hard to match these
attitudes. In Section 4, we present our main result: that even first-order risk aversion is not
enough and that narrow framing is required as well. In Section 5, we apply our analysis
to understanding what kinds of utility functions might be able to resolve the stock market
participation and equity premium puzzles. Section 6 discusses various interpretations of
narrow framing and Section 7 concludes.

2 Atttitudes to Monetary Gambles

Consider the independent, small-stakes gamble

\[ G_s = (550, \frac{1}{2}, -500, \frac{1}{2}), \]

to be read as “gain $550 with probability \( \frac{1}{2} \) and lose $500 with probability \( \frac{1}{2} \).” It is the premise
of this paper that people find this gamble unattractive. We base this premise on numerous
experimental studies, including the work of Kahneman and Tversky (1979) and Tversky
and Kahneman (1992), showing that people typically reject gambles with two equiprobable
outcomes of small to moderate size when the potential gain is less than twice the potential
loss.

---

2 Read, Loewenstein and Rabin (1999) provide a broad survey of many instances of narrow framing,
including those documented by Tversky and Kahneman (1981), Tversky and Kahneman (1986), Redelmeier

3 The “S” subscript in \( G_s \) stands for Small stakes.
To confirm that this premise holds even for people with above average income prospects, we conducted some additional experiments of our own with four different groups of subjects, including one group of very wealthy individuals. The four groups are: (i) 68 part-time MBA students at the University of Chicago, most of whom are fully employed; (ii) 30 financial advisors at a mid-size U.S. brokerage firm; (iii) 19 Chief Investment Officers and Directors of quantitative equity research at large asset management firms; and (iv) 34 clients of the private wealth management division of a U.S. bank. The median wealth of subjects in this last group exceeds $10 million.

We asked each group for their reaction to $G_S$ and other similar gambles. We did not play the gambles for real money but simply asked subjects to think hard about how they would choose. Table 1 presents the results. It confirms that for a majority of subjects in all four groups, $G_S$ was indeed unattractive. While the wealthiest group, group (iv), did accept $G_S$ more often than other groups, the majority of subjects in even that group continued to reject it.

Economists are often skeptical of answers to hypothetical questions. In this context though, if there is a bias, it is that hypothetical questions understate the risk aversion observed when playing the gambles for real money. To illustrate this, we conducted one real-money experiment on a fifth group of subjects, group (v), consisting of 41 part-time MBA students at the University of Chicago. They were asked whether they would play a $110/100 bet for real money. To be specific, they were told that if they wanted to accept this gamble, they should indicate so on the experimental form, and then come to class the following week with the $100 they would need in case they lost. They were informed that if they won, they would be paid immediately in cash. Of the 41 students that participated, only 4, or 10%, were willing to accept the gamble. Given that 24% of the MBA students in group (i) were willing to accept a hypothetical version of this gamble, it appears that playing for real money only makes bets like $G_S$ even more unattractive.\footnote{We follow the earlier literature in interpreting the rejection of $G_S$ as a statement about risk aversion. One alternative view is that the rejection is due to transaction costs: such costs might be incurred if a liquidity-constrained investor needs to sell illiquid assets to finance a loss (Chetty, 2002). It is hard to argue that such a mechanism is at work for groups (iii) and (iv) in Table 1, though, as the potential losses are surely tiny compared to these individuals’ liquid wealth. Nor is suspicion a plausible explanation for the rejection of $G_S$: fear that even in event of a win, the experimenter will refuse to pay out. Suspicion tends to arise only for offers that are ‘too good to be true,’ which is hardly the case for a gamble with a gain/loss ratio of 1:1. Moreover, the experimenters are known to all the subjects, making it easy to track them down in case of default.}

Some authors have argued that the aversion to small losses that we and others document in experimental settings is very consistent with field evidence on attitudes to small risks. Rabin and Thaler (2001) argue that the premia consumers pay for telephone wiring insurance, reported by Cicchetti and Dubin (1994), are so high as to suggest substantial aversion to even small risks. Grgeta and Thaler (2003) reach the same conclusion after observing unusually
low choices of deductibles in data on automobile collision insurance. Any results we derive about what is driving the rejection of small gambles in experimental settings may also be relevant for understanding such evidence from the field. 5 6

In Sections 3 and 4, we investigate what kinds of utility functions can capture the commonly observed aversion to gambles like G_s. Of course, many utility functions can explain this evidence simply by assuming sufficiently high risk aversion. To provide a reasonable upper bound on individual risk aversion, we introduce a new gamble involving larger stakes, 7

\[
G_L = (20,000,000, \frac{1}{2}; -10,000, \frac{1}{2}).
\]

It is the premise of this paper that this bet is typically accepted. Indeed, when presented with this bet, the vast majority of subjects in groups (i) to (iv) were indeed willing to accept it.

In summary, then, we are interested in knowing what kinds of preference specifications can explain both that “G_s is rejected” and that “G_L is accepted.” We do not insist that utility functions be able to explain these observations at all wealth levels. Rather, we make the weaker demand that they explain them over a reasonable range of wealth levels – neither too high nor too low. To be precise, we check whether they can explain:

I. G_s is rejected for wealth levels W \leq $1,000,000

II. G_L is accepted for wealth levels W \geq $100,000.

In our view, observations I and II represent a relatively conservative reading of the available evidence. Experiments conducted by us and by other researchers suggest that people turn down G_s even at a wealth level of $10 million and that they turn down small gambles with substantially higher ratios of gain to loss. Furthermore, while some researchers

5 We also note, however, that the field evidence has proven controversial: Palacios-Huerta, Serrano and Vollij (2003) point out that some field studies of attitudes to small risks report relatively low risk aversion – lower than that implied by the rejection of G_s at a wealth level of $1 million, say. However, the studies they cite tend to use monthly income, or even smaller quantities, in place of wealth when computing risk aversion. Using a more realistic measure of the individual’s total wealth in these calculations brings the risk aversion implied by the field evidence closer to that implied by the rejection of G_s.

6 The evidence of aversion to gambles like G_s is in no way inconsistent with risk-taking behavior like casino gambling or the buying of lottery tickets. Lottery tickets are quite different from G_s, in that they involve a tiny probability of substantial gain. Kahneman and Tversky (1979) argue that people overweight small probabilities – a feature which indeed leads to risk-seeking over low probability gains, but which is not relevant for the equiprobable outcomes of G_s. Gambling is also a special phenomenon, in that people would never accept the terms of trade offered at a casino if they were offered by their bank, say. It must be that amidst the flashing lights and hubbub of a casino, people either misestimate their chance of winning or else receive utility from the gambling activity itself.

7 The L subscript on G_L stands for Large stakes.
suggest that a power utility function \( \frac{1}{1-\gamma} \) with a \( \gamma \) of 2 adequately describes attitudes to large-scale, independent monetary gambles – see Kandel and Stambaugh (1991), for example – observation II is weak enough a restriction on such attitudes that it can be satisfied by a \( \gamma \) as high as 7. Of course, strengthening our starting premises I and II would only make our arguments in later sections hold with even greater force.

We emphasize again that the challenge itself – explaining observations I and II at the same time – is not new. A long line of researchers, including Epstein and Zin (1990), Kandel and Stambaugh (1991), Cochrane (1997) and Rabin (2000) have posited these or similar attitudes to small and large-scale risks, and then asked what kinds of preferences might capture them. Our goal is to make new progress in answering this question.

When we check utility functions’ ability to explain observations I and II, it can make a difference, for certain utility specifications, whether the gambles are “immediate” or “delayed.” A gamble is immediate if its uncertainty is resolved at once, before any further consumption decisions are made. A delayed gamble, on the other hand, might be played out as follows: in the case of \( G_s \), the subject is told that at some point in the next few months, she will be contacted and informed either that she has just won $550 or that she has lost $500, the two outcomes being equally probable and independent of other risks.

Although certain utility functions can predict different attitudes to immediate and delayed gambles, we think that in reality, people do not treat the two kinds of bets very differently. To test this intuition, we asked the MBA students in group (v) one additional hypothetical question: whether they would accept a 110/100 gamble if it were played out on a day picked at random during 2003. (The survey was conducted in October 2002.) The subjects largely shared our intuition: only 9 of the 41 subjects, or 22%, were willing to accept this delayed gamble, a fraction very similar to the fraction of MBA students in group (i) willing to accept the immediate 110/100 bet, namely 24%.

In view of this evidence, we insist that the preference specifications we consider be able to capture observations I and II in both cases, immediate and delayed. In our initial analysis, we will only need to work with the computationally simpler immediate gambles: it turns out that many classes of utility functions have trouble explaining attitudes even to those. In cases where utility functions are able to capture attitudes to immediate gambles, we challenge them with delayed gambles as well.\(^8\)

\(^8\)To make some of our later arguments completely precise, we will make brief use of a third version of the 550/500 gamble, a “continuously resolved” version. In this case, just as with the delayed gamble, the subject is told that at some point in the future, she will win either $550 or lose $500, the two outcomes being equally likely and independent of other risks. The difference between this and the delayed gamble, however, is that every day from now until the final payout, the subject is told the updated probability of eventually winning $550. In other words, while the delayed gamble’s uncertainty is resolved at a single instant in the future, the continuously resolved gamble’s uncertainty unfolds gradually over time. We have found people to be as averse to this third version of the 550/500 gamble as to the immediate and delayed versions.
2.1 Utility Functions

We now introduce the different classes of utility functions whose ability to capture observations I and II we are interested in. Throughout the paper, we work with intertemporal preferences, not static ones. There are two reasons for this. First, an important part of our analysis deals with delayed gambles, whose uncertainty is only fully resolved after today’s consumption is set, and which must therefore be analyzed in a multiperiod framework. Second, the reason people derive utility from wealth in the first place is the future consumption stream that wealth is able to finance. A “first principles” approach therefore suggests starting with intertemporal utility defined over consumption, rather than static utility defined over wealth. The extra effort is worthwhile because, as we will see, results that hold in a static context do not necessarily hold in an intertemporal setting, at least not without stronger assumptions.

We consider the following preferences, listed along with the abbreviations used to refer to them. Our list is not intended to be an exhaustive one; we focus only on classes of utility functions commonly used by financial economists:

[EU]: Expected utility preferences
Non-expected utility preferences:
  [R-EU]: Recursive utility with EU certainty equivalent
  [R-SORA]: Recursive utility with non-EU, second-order risk averse certainty equivalent
  [R-FORA]: Recursive utility with non-EU, first-order risk averse certainty equivalent

Expected utility preferences are familiar enough. What about non-expected utility specifications? In an intertemporal setting, non-expected utility is typically implemented via a recursive structure in which time $t$ utility, $V_t$, is defined through

$$V_t = W(C_t, \mu(\bar{V}_{t+1}|I_t)).$$

(1)

Here $\mu(\bar{V}_{t+1}|I_t)$ is the certainty equivalent of the distribution of future utility $\bar{V}_{t+1}$ conditional on time $t$ information, and $W$ is an aggregator function that aggregates current consumption $C_t$ with the certainty equivalent of future utility to give current utility. Epstein and Zin (1989) present a detailed analysis of such preferences.

We consider three kinds of recursive utility. They differ in the properties they impose on $\mu$. One property that plays an important role is the order of risk aversion built into $\mu$, and in particular whether $\mu$ exhibits “second-order” or “first-order” risk aversion, terms originally coined by Segal and Spivak (1990). An agent’s utility function exhibits second-order risk aversion if it predicts risk-neutrality for infinitesimal risks. In simple terms, such
utility functions are smooth. First-order risk averse utility functions, on the other hand, are preferences where the investor is risk averse even over infinitesimal bets. A simple example of a utility function with this property is one exhibiting loss aversion, or a kink at the agent’s current wealth.⁹

Utility functions in the expected utility class can generically only exhibit second-order risk aversion: an increasing, concave utility function can only have a kink at a countable number of points. Non-expected utility functions, on the other hand, can exhibit either second-order or first-order risk aversion, and it is important to consider these cases separately.

We now describe the three kinds of recursive utility in more detail. First, we look at recursive preferences in which the certainty equivalent function \( \mu \) has the expected utility form

\[
\mu(\tilde{X}) = h^{-1} Eh(\tilde{X}),
\]

a class we call R-EU. Most implementations of recursive utility in financial economics, including those of Campbell (1996) and Campbell and Viceira (1999), are of the R-EU form. Researchers use these preferences primarily because they offer a simple way of separating risk aversion and intertemporal elasticity of substitution, something which cannot be done satisfactorily within the expected utility class.¹⁰

Next, we consider recursive utility in which \( \mu \) is in the non-expected utility class but still exhibits second-order risk aversion, the R-SORA category; such preferences have been studied by Epstein and Zin (2001), among others. Finally, we look at recursive utility in which \( \mu \) is again non-expected utility, but now exhibits first-order risk aversion. Implementations of such R-FORA preferences include Epstein and Zin (1990), Bekaert, Hodrick and Marshall (1997) and Ang, Bekaert and Liu (2002).

In Section 3, we argue that utility functions with second-order risk aversion – in other words, the EU, R-EU and R-SORA classes – have difficulty explaining the attitudes to monetary gambles listed in observations I and II, thereby suggesting that preferences with first-order risk aversion – the R-FORA class – might do better. While the results in this section are an important building block for our later analysis, they are also less novel. We therefore simply state them with little fanfare and keep illustrative examples to a minimum.

In Section 4, we present our main result, namely that even utility functions with first-order risk aversion are ultimately unable to explain observations I and II in a satisfactory way, and that a second ingredient, narrow framing, is also required.

⁹More formally, second-order risk aversion implies that the premium paid to avoid an actuarially fair gamble \( k \tilde{v} \) is, as \( k \to 0 \), proportional to \( k^2 \). Under first-order risk aversion, the premium is proportional to \( k \).

¹⁰Note that even though, for R-EU preferences, \( \mu \) is in the expected utility class, intertemporal utility \( V_t \) is still non-expected utility.
3 The Importance of First-order Risk Aversion

3.1 Expected Utility

As is standard in an intertemporal setting, the expected utility preferences we consider are defined over a consumption stream,

$$E(U(C_0, C_1, \ldots, C_T)),$$

with $U$ increasing and concave in each argument. In the case where future utility does not depend on past consumption, mild conditions imply that optimizing expected utility over consumption leads to an indirect value function of the form

$$J(W_t; I_t) = \max E_t(U(C_t, C_{t+1}, \ldots, C_T)),$$

where $I_t$ denotes information available about the state of the economy at time $t$. When future utility does depend on past consumption, the indirect value function becomes

$$J(W_t; I_t, C_{-t}) = \max E_t(U(C_0, \ldots, C_t, C_{t+1}, \ldots, C_T)),$$

where $C_{-t} \equiv \{C_0, C_1, \ldots, C_{t-1}\}$ denotes the individual’s past consumption history.

We now ask whether the expected utility preferences in (3) can explain the attitudes to risk listed in observations I and II. The following proposition establishes that no utility function in this class can do so. Part (a) of the proposition addresses the preferences in (4), while part (b) addresses the preferences in (5), for which a stronger assumption is required to deliver the result.

**Proposition 1.**

(a) Consider an individual with the expected utility preferences in (3) and (4), for which future utility does not depend on past consumption. The payoffs of any monetary gambles she is offered are assumed not to affect, and to be independent of, $I_t$ and future economic uncertainty. Suppose that for given $I_t$, she rejects $G_S$ at wealth levels below $1,000,000. Then she also rejects $G_L$ at wealth levels below $1,000,000.

(b) Consider an individual with the expected utility preferences in (3) and (3), for which future utility does depend on past consumption. The payoffs of any monetary gambles she is offered are assumed not to affect, and to be independent of, $I_t$ and future economic uncertainty. Suppose that for given $I_t$ and $C_{-t}$, she rejects $G_S$ at wealth levels below $1,000,000. Then she also rejects $G_L$ at wealth levels below $1,000,000.

Proof: See the Appendix.
In words, the proposition says that any expected utility function able to explain observation I — the rejection of \( G_S \), the 550/500 bet — will inevitably fail to explain observation II, the acceptance of \( G_L \), the 20 million/10,000 bet.

The proposition covers a wide range of utility specifications, including most of those used by financial economists. Part (a) of the proposition covers time-separable and state-independent utility of the form

\[
U(C_0, \ldots, C_T) = \sum_{t=0}^{T} u_t(C_t),
\]

but also allows for state-dependence, such as external habit dependence (Abel 1990, Campbell and Cochrane 1999). Part (b) addresses non-time-separable preferences, including those with internal habit dependence (Sundaresan 1989, Constantinides 1990).

Proposition 1 can be thought of as an intertemporal generalization of Rabin (2000), who shows that in a static one-period setting, no EU specification with an increasing, concave utility function defined over wealth can explain both observations I and II. The intuition for Rabin’s finding, and hence also for Proposition 1, is straightforward. An individual with the EU preferences in (3) is locally risk-neutral; since gamble \( G_S \) involves small stakes, she would normally take it without hesitating. To get her to reject it, in accordance with observation I, we need to make her locally risk averse. In fact, her utility function must be locally risk averse at all wealth levels below $1,000,000, because observation I requires rejection of \( G_S \) at all points in that range. Proposition 1 simply states that “linking together” all these locally concave pieces gives a utility function with a level of global risk aversion so high that the agent rejects even the very favorable large gamble \( G_L \).

At first sight, it might seem from Proposition 1 that Rabin’s (2000) argument transfers easily to the intertemporal setting. However, this is not completely true. The argument works much better for certain types of utility functions than for others. As is reasonable in a one-period context, Rabin (2000) considers utility functions that are defined over wealth alone. In an intertemporal setting, value functions often depend not only on wealth but also, as shown in (4) and (5), on state variables \( I_t \) and past consumption \( C_{-t} \). To apply Rabin’s argument, then, we need the assumption given in each part of the proposition, namely that keeping these other variables fixed, \( G_S \) is rejected over a range of wealth levels.

The difficulty is that this assumption may be hard to verify. Consider an individual with internal habit preferences, covered in part (b) of the proposition. There, we assume that for fixed \( C_{-t} \), the investor rejects \( G_S \) over a range of wealth levels. To provide evidence that this assumption is reasonable, we could ask people with different wealth levels, but the same past consumption, about their attitudes to \( G_S \). The problem is now clear: it is hard to find a group of subjects to do this experiment with, because people with different wealth levels tend to have different past consumption. This caveat does not let habit-based preferences...
off the hook though, because they are still subject to more general criticisms that we make later of all utility functions displaying second-order risk aversion, whether expected utility or non-expected utility.\footnote{Rubinstein (2001) points out that Rabin’s (2000) argument applies only when utility is defined over wealth, not when it is defined over wealth changes. This critique is not relevant to our specific analysis. Financial economists define utility over consumption streams and as noted in the main text, such utility functions lead quite generally to value functions defined over wealth, not changes in wealth. However, there is a sense in which the difficulty that arises when applying Proposition 1 to internal habit preferences is similar to the difficulty noted by Rubinstein (2001). In the case of internal habit, the value function $J(W_t; I_t, C_{-t})$ comes close to being a function of wealth changes, since past consumption $C_{-t}$ is likely to be closely related to past wealth.}

Initial indications of the problem with EU preferences appear in Kandel and Stambaugh (1991), who show that in a one-period setting, power utility preferences

$$U(W) = \frac{W^{1-\gamma}}{1-\gamma}$$

have trouble simultaneously capturing attitudes to both small- and large-scale risks. Whatever value of $\gamma$ is chosen, Kandel and Stambaugh (1991) show that the resulting preferences make counterintuitive predictions either about large-scale or about small-scale gambles. Rabin (2000) and Proposition 1 above show that this problem arises not only for power utility functions but for all expected utility specifications. When they are calibrated to fit attitudes to small-scale gambles, they are unable to fit attitudes to large-scale gambles.

### 3.2 Non-expected Utility

Having shown that EU preferences are unable to explain observations I and II, we turn to non-expected utility specifications.

**Recursive utility with expected utility certainty equivalent [R-EU]**

We begin with the following proposition, which shows that the first type of non-EU preferences, R-EU, cannot explain observations I and II.

**Proposition 2.** Consider an individual with the recursive preferences in (1), where $\mu$ has the expected utility form in (2) for some increasing, concave $h$, so that the value function is

$$J(W_t; I_t) = \max W(C_t, \mu(\bar{V}_{t+1} | I_t)).$$

The payoffs of any monetary gambles she is offered are assumed not to affect, and to be independent of, $I_t$ and future economic uncertainty. Suppose that for given $I_t$, she rejects $G_S$ at wealth levels below $1,000,000$. Then she also rejects $G_L$ at wealth levels below $1,000,000.$
Proof: See the Appendix.

In words, the proposition says that if an R-EU preference specification is calibrated to match observation I – the rejection of $G_S$, the 550/500 bet – it then fails to match observation II, in that it predicts the rejection of $G_L$, the 20 million/10,000 bet.

In proving the proposition, we have to take a stand on how an investor with the recursive preferences in (1) evaluates immediate gambles. We simply adopt the method suggested by Epstein and Zin (1989), who lay out a careful exposition of recursive utility. They propose that in order to evaluate an immediate gamble $\tilde{v}$, the agent inserts an infinitesimal time step $\Delta t$ at time $t$, immediately before time $t$ consumption $C_t$ is chosen, and then applies the recursive utility calculation over this time step, checking whether the utility from taking the gamble,

$$ W(0, \mu(\tilde{W}_{t+\Delta t})) = W(0, \mu(J(\tilde{W}_{t+\Delta t}))) = W(0, \mu(J(W_t + \tilde{v}))), $$

is greater than the utility from not taking the gamble,

$$ W(0, \mu(W_{t+\Delta t})) = W(0, \mu(J(W_{t+\Delta t}))) = W(0, \mu(J(W_t))). $$

The decision therefore comes down to comparing $\mu(J(W_t + \tilde{v}))$ and $\mu(J(W_t))$.

The idea behind the proof is now easy to see. Since

$$ \mu(J(\cdot)) = h^{-1}E(h(J(\cdot))), $$

attitudes to risk are determined by the expected utility function $E(h(J(\cdot)))$, even if the preferences in Proposition 2 are non-expected utility. Therefore, just as expected utility functions cannot explain observations I and II – our result in Proposition 1 – so recursive utility with an expected utility functional $\mu$ cannot explain them either.

**Recursive utility with second-order risk averse certainty equivalent [R-SORA]**

We now turn to the second kind of non-EU preference, R-SORA: recursive utility with a certainty equivalent function $\mu$ that is non-EU, but still second-order risk averse. In this case, it is impossible to prove that such preferences can never explain observations I and II. In particular, the Rabin (2000) argument cannot be applied as before. That argument hinges on a property of the EU preferences in (4) and (5), namely that the utility difference between two wealth levels does not depend on current wealth: the increase in utility from having $21,000 rather than $20,000 is the same, whether current wealth is $10,000 or $20,000. This property is useful because it means that attitudes to small risks at one wealth level provide valuable information about attitudes to larger risks at other wealth levels: knowing that someone turns down a small gamble like $G_S$ at a wealth level of $20,000 tells us something about how, at a wealth level of $10,000, she would react to a large risk like
that might bring her into the neighborhood of $20,000. Without this property of EU preferences, it is harder to put restrictions on attitudes to large-scale risks based solely on attitudes to small-scale risks.

While R-SORA preferences can, in principle, explain observations I and II, we argue that it is still not all easy for them to do so. An investor with these preferences is locally risk-neutral and so will normally be happy to accept a small, actuarially fair gamble like \( G_S \). To make her reject it, R-SORA preferences need to generate very high local curvature, which in turn means choosing very extreme parameters. However, such parameters almost always also imply high global risk aversion, thereby making the individual reject apparently attractive larger-scale gambles like \( G_L \).

We illustrate this difficulty by considering a simple example of a utility function in the R-SORA class:

\[
W(C, \mu) = ((1 - \beta)C^\rho + \beta \mu^\rho)^{\frac{1}{\rho}}, \rho < 1, \rho \neq 0, \tag{11}
\]

where \( \mu \) takes a form suggested by Chew and MacCrimmon (1979) and Chew (1983), namely “weighted utility”:

\[
\mu(\tilde{V}) = \left( \frac{E(\tilde{V}^{1-\gamma+\delta})}{E(\tilde{V}^{\gamma+\delta})} \right)^{1/(1-\gamma)}, \gamma \neq 1. \tag{12}
\]

Risk aversion increases as \( \gamma \) increases or as \( \delta \) falls. When \( \delta = 0, \mu(\cdot) \) reduces to the standard power utility form.

Epstein and Zin (1989) show that when investment opportunities are i.i.d., the individual’s value function is given by

\[
J(W_t) = \Gamma W_t \tag{13}
\]

for some constant \( \Gamma \). Substituting this value function into expressions (8) and (9), we see that the agent accepts a gamble \( \tilde{v} \) iff

\[
\mu(W_t + \tilde{v}) > \mu(W_t). \tag{14}
\]

Given the functional form of \( \mu \) in (12), it is now easy to check the individual’s attitude to an immediate gamble at any specific wealth level.

The area shaded with “+” signs in Figure 1 shows the values of \( \gamma \) and \( \delta \) consistent with observation I, in other words, with the investor rejecting \( G_S \), the 550/500 bet, at all wealth levels below $1,000,000. This area is concentrated in the bottom-right of the picture because risk aversion increases as we move towards the south-east. The diagram shows, as predicted, that extreme parameters are needed to explain observation I. Over a wide range of values of \( \delta, \gamma \) is in excess of 100.

The area shaded with “x” signs shows the values of \( \gamma \) and \( \delta \) consistent with observation II, i.e., for which the investor accepts \( G_L \), the 20 million/10,000 bet, at all wealth levels
above $100,000. This region is located in the top-left corner of the picture: once risk aversion climbs too high, the investor is no longer willing to accept $G_L$. The figure confirms that the very high local curvature required to explain observation I often also implies high global risk aversion, thereby predicting the rejection of $G_L$ and violating observation II. Only a thin sliver of parameter values in the upper-right hand corner are able to explain both observations. Using a stronger restriction on large-scale risk attitudes, rather than just the relatively weak observation II, would only pose an even greater challenge for R-SORA preferences.\footnote{A slight extension of observation I also makes things harder for R-SORA preferences. People tend to reject 1.1y/y and accept 4y/y for a wide range of values of y, varying from below 20 to more than 1000. Such “linear” behavior is very hard for R-SORA preferences to explain, as they need to invoke very strong non-linearity, or local curvature, to capture the rejection of 1.1y/y for just a single value of y. For example, preferences discussed by Machina (1982), involving strong aversion to symmetric gambles but a preference for skewness, can capture observations I and II, but fail on this expanded version of observation I.}

**Recursive utility with first-order risk averse certainty equivalent [R-FORA]**

So far, we have argued that preferences exhibiting second-order risk aversion, whether expected utility or non-expected utility, fare poorly on observations I and II – indeed it is often impossible for them to explain those observations. This points to the possibility that the next class of recursive utility preferences, R-FORA, in which the certainty equivalent $\mu$ is non-expected utility and exhibits first-order risk aversion, may have more success.

In fact, as noted by Ang, Bekaert and Liu (2002) and anticipated even earlier by Epstein and Zin (1990), such preferences do indeed do a better job simultaneously explaining attitudes to small and large-scale risks. In particular, they have no trouble capturing observations I and II, so long as the gambles are played out immediately, a critical caveat we return to shortly.

The intuition for why R-FORA preferences can explain attitudes to immediate gambles is straightforward. The essence of the difficulty with EU, R-EU, and R-SORA preferences is that the investor is virtually risk-neutral to small gambles, forcing us to push risk aversion over large gambles up to dramatically high levels in order to explain the rejection of $G_s$, the 550/500 bet. An agent with R-FORA preferences, on the other hand, is by definition locally risk averse. Risk aversion over large gambles does not, therefore, need to be increased very much to ensure that $G_s$ is rejected.

To see this, consider an investor with the following specific R-FORA preferences:

\[
W(C, \mu) = ((1 - \beta)C^\rho + \beta \mu^\rho)^{1/\rho}, \quad \rho < 1, \quad \rho \neq 0, \tag{15}
\]

where $\mu$ takes a form developed by Gul (1991),

\[
\mu(\bar{V})^{1-\gamma} = E(\bar{V}^{1-\gamma} + (\lambda - 1)E((\bar{V}^{1-\gamma} - \mu(\bar{V})^{1-\gamma})1(\bar{V} < \mu(\bar{V}))), \quad \gamma \neq 1. \tag{16}
\]
These preferences are often referred to as “disappointment aversion” preferences: the investor gets disutility if the outcome of the gamble $\bar{V}$ falls below its certainty equivalent $\mu$. The parameter $\lambda$ governs the degree of disutility, in other words, how sensitive the agent is to losses as opposed to gains. Any $\lambda > 1$ effectively puts a kink in the utility function at the certainty equivalent point, implying first-order risk aversion.

We now check that the utility function in (15)-(16) can easily be parameterized to explain both observations I and II for the case of immediate gambles. When investment opportunities are i.i.d., Epstein and Zin (1989) show that the investor’s value function is given by

$$J(W_t) = \Gamma W_t.$$  \hspace{1cm} (17)

Substituting this into expressions (8)-(9), we see that the investor again evaluates an immediate gamble $\bar{v}$ by comparing $\mu(W_t + \bar{v})$ and $\mu(W_t)$. Given the functional form of $\mu$, a little algebra shows that observations I and II can be simultaneously explained if there exist $\gamma$ and $\lambda$ such that

$$((W_t + 550)^{1-\gamma} + \lambda(W_t - 500)^{1-\gamma})^{\frac{1}{1-\gamma}} < (1 + \lambda)^{\frac{1}{1-\gamma}} W_t$$

(18)

holds for all wealth levels below $1,000,000$, and

$$((W_t + 20,000,000)^{1-\gamma} + \lambda(W_t - 10,000)^{1-\gamma})^{\frac{1}{1-\gamma}} > (1 + \lambda)^{\frac{1}{1-\gamma}} W_t$$

(19)

holds for all wealth levels above $100,000$. A quick computation confirms that both (18) and (19) can be satisfied with $\gamma = 2$ and $\lambda = 2$. The intuition is that since $\lambda$ controls sensitivity to losses as opposed to gains, we need $\lambda$ to exceed 1.1 so that the 550/500 bet, with its 1.1 ratio of gain to loss, is rejected.

4 The Importance of Narrow Framing

We now turn to our main result: that even preferences with first-order risk aversion have great difficulty explaining the simple attitudes to large and small-scale risks in observations I and II and that another ingredient, narrow framing, is also required.

This claim may seem surprising, given the example at the end of the last section, which appeared to show that preferences with first-order risk aversion can explain observations I and II. It is crucial to note, however, that those calculations are for a very special case, namely for when the monetary gambles are immediate. We now show that in the more realistic and general setting where the gambles are played out with some delay, even preferences with first-order risk aversion have a hard time explaining observations I and II. In particular, while they can easily explain aversion to small, immediate gambles, they have great difficulty – in a sense that we make precise below – capturing aversion to small, delayed gambles. This is a serious concern because, as we saw in Section 2, people seem to be just as averse to the
550/500 bet when it is played out immediately as when it is played out with delay. More generally, most real-world risks are delayed, making it important to get attitudes to such gambles right.

Before giving a precise statement of the difficulty with R-FORA preferences, we give a very informal example to illustrate the idea. Consider a simple one-period utility function exhibiting first-order risk aversion,

\[ w(x) = \begin{cases} 
  x & \text{for } x \geq 0 \\
  2x & \text{for } x < 0
\end{cases} . \]

It is easy for such a utility function to explain why someone might reject the small, immediate 550/500 gamble: the individual would assign the gamble a value of \( 550\left(\frac{1}{2}\right) - 2\left(500\right)\left(\frac{1}{2}\right) = -225 \), the negative number signalling that the gamble should be rejected. But how would this individual deal with a small, delayed gamble?

In answering this, it is important to recall the essential difference between an immediate and a delayed gamble. The difference is that while waiting for the delayed gamble’s uncertainty to be resolved, the individual is also likely to be exposed to other pre-existing sources of risk, such as labor income risk, house price risk, or risk from financial investments. This is not true for the immediate gamble, whose uncertainty, by definition, is resolved immediately.

For the R-FORA preferences in (15)-(16), this distinction can have a big impact on whether a gamble is accepted. Suppose that the individual is facing the pre-existing risk \((30, 000, \frac{1}{2}; -10, 000, \frac{1}{2})\), to be resolved at the end of the period, and is wondering whether to take on the independent, delayed 550/500 gamble, whose uncertainty is also to be resolved at the end of the period. The correct way for her to think about this is to merge the new gamble with the pre-existing gamble, and to check whether the combined gamble offers higher utility. Since the combined gamble is

\((30, 550, \frac{1}{4}; 29, 500, \frac{1}{4}; -9, 450, \frac{1}{4}; -10, 500, \frac{1}{4})\),

the comparison is between

\[ 30, 000\left(\frac{1}{2}\right) - 2\left(10, 000\right)\left(\frac{1}{2}\right) = 5000 \]

and

\[ 30, 550\left(\frac{1}{4}\right) + 29, 500\left(\frac{1}{4}\right) - 2\left(9, 450\right)\frac{1}{4} - 2\left(10, 500\right)\frac{1}{4} = 5037.5. \]

The important point here is that the combined gamble does offer higher utility. In other words, the investor would want to accept the small, delayed gamble, even if she would reject an immediate gamble with the same stakes. The intuition is that since the investor is already facing some pre-existing risks, adding a small, independent gamble represents a form of diversification, which she enjoys, even if first-order risk averse.
This simple example suggests that even if the certainty equivalent $\mu$ exhibits first-order risk aversion, it may be very difficult to explain the rejection of gambles like $G_S$, other than in the very special case where uncertainty is resolved immediately. In Proposition 3 below, we make the nature of this difficulty precise. In brief, while an individual with R-FORA utility acts in a first-order risk averse manner toward immediate gambles, she acts in a second-order risk averse manner towards independent, delayed gambles, so long as she is already facing other pre-existing risks.

This immediately reintroduces the same difficulty we saw in Section 3 when discussing preferences with second-order risk aversion. Since the agent is second-order risk averse over delayed gambles, and since the delayed gamble $G_S$ is small, she will normally be keen to accept it. In order to explain why it is typically rejected, we need to generate very high local curvature, which in turn means choosing very extreme parameters. However, such parameters usually also imply high global risk aversion and therefore the rejection of apparently attractive gambles with larger stakes like $G_L$. We illustrate this difficulty in Section 4.1 with a more formal example.

While Proposition 3 is proven for just one implementation of first-order risk aversion, the argument used in the proof is very general and can be readily applied, with minor adjustments, to other formalizations.\textsuperscript{13}

\textit{Proposition 3. Consider an individual with the recursive preferences in (1), where $\mu$ has the first-order risk averse form in (16), and where $W$ is strictly increasing and twice differentiable with respect to both arguments.}

\textit{Suppose that the individual is offered an actuarially favorable gamble $k \varepsilon$ to pay off between time $t$ and $t+1$, and that the payoffs do not affect, and are independent of, $I_t$ and future economic uncertainty. Finally, suppose that prior to taking the gamble, the distribution of the agent’s $t+1$ utility value $\tilde{V}_{t+1}$ does not have finite mass at $\mu$.}

\textit{Then, the individual will be second-order risk averse over the new gamble, and for sufficiently small $k$, will accept it.}

Proof: See the Appendix.

An important step in the proof is an assumption about how the agent evaluates a delayed gamble $\tilde{v}$. Epstein and Zin (1989), in their exposition of recursive preferences, do not suggest a specific methodology. We therefore adopt the most natural one, which is that the agent

\textsuperscript{13}For example, by strengthening the assumption that “$\tilde{V}_{t+1}$ does not have finite mass at $\mu$” to “$\tilde{V}_{t+1}$ does not have finite mass at any point,” Proposition 3 can be applied when $\mu$ takes the Yaari (1987) rank-dependent expected utility form, which also exhibits first-order risk aversion.
merges the delayed gamble with other risks she is already taking and checks whether the combination offers higher utility. In other words, she compares the utility from not taking the gamble,

$$W(C_t, \mu(\bar{V}_{t+1})) = W(C_t, \mu(J(\bar{W}_{t+1}))) = W(C_t, \mu(J((W_t - C_t)\tilde{R}_{t+1}))),$$  \hspace{1cm} (20)

where $\tilde{R}_{t+1}$ is the return on invested wealth between time $t$ and $t + 1$, to the utility from taking it,

$$W(\hat{C}_t, \mu(\bar{V}_{t+1})) = W(\hat{C}_t, \mu(J(\bar{W}_{t+1}))) = W(\hat{C}_t, \mu(J((W_t - \hat{C}_t)\tilde{R}_{t+1} + \bar{v}))).$$  \hspace{1cm} (21)

The hat over $\hat{C}_t$ is a reminder that if the investor takes on the gamble, her optimal consumption choice will be different from what it is when she does not take the gamble.\(^{14}\)

4.1 An Example

We now illustrate the difficulty faced by R-FORA preferences with a more formal example. In particular, we show that it is very difficult for such preferences to explain the rejection of the delayed gamble $G_S$ and the acceptance of the delayed gamble $G_L$.

To do the computations, we again consider an investor with the R-FORA preferences in (15)-(16). We assume, for simplicity, that the only investment opportunity available to the investor is a risky asset with gross return $\tilde{R}$, where $\tilde{R}$ has a log-normal distribution

$$\log(\tilde{R}) \sim N(0.04, 0.03),$$  \hspace{1cm} (22)

i.i.d. over time. As before, the investor’s value function takes the form

$$J(W_t) = \Gamma W_t.$$  \hspace{1cm} (23)

Substituting this into expressions (20) and (21), we see that the utility from taking a gamble $\bar{v}$ is:

$$W(\hat{C}_t, \mu(J((W_t - \hat{C}_t)\tilde{R} + \bar{v}))) = W(\hat{C}_t, \Gamma \mu((W_t - \hat{C}_t)\tilde{R} + \bar{v})).$$  \hspace{1cm} (24)

\(^{14}\)Strictly speaking, an agent with the preferences in (15)-(16) does not have to merge the delayed gamble with her pre-existing risk when evaluating it. Since the delayed gamble’s uncertainty is resolved at a single instant in the future, she could insert an infinitesimal time interval around that future moment of resolution. Since the gamble would be her only source of wealth risk over that interval, her first-order risk aversion will lead her to reject the gamble, consistent with observation I. It is easy, however, to construct a slightly different gamble that is immune to such manipulations. Suppose that at some point in the future, the agent wins $550 or loses $500 with equal probability and that at each moment of time until then, the probability of eventually winning the $550 is continuously reported. If the agent’s pre-existing risk also evolves continuously over time, then an agent who cares only about overall wealth must necessarily merge the 550/500 gamble with her pre-existing risk, and therefore accepts the bet. However, we have found that in our experiments, subjects are as averse to this version of the 550/500 gamble as to the immediate and delayed versions.
and the utility from not taking it,

$$W(C_t, \mu(J((W_t - C_t)\bar{R}))) = W(C_t, \Gamma\mu((W_t - C_t)\bar{R})).$$ \hspace{1cm} (25)$$

Figure 2 presents the results of comparing these two utilities. Our computations set $\beta = 0.9$ and $\rho = -1$, but the results depend little on these choices. The methodology behind the calculations is described in the Appendix.

The area shaded with “+” signs shows the values of $\gamma$ and $\lambda$ for which the agent rejects the delayed 550/500 gamble. The figure shows that extreme values are required to explain this rejection, with $\gamma$ exceeding 150 across a wide range of values of $\lambda$. The intuition is that in the presence of the pre-existing risk in (22), the investor acts in a second-order risk averse manner towards delayed gambles. In order to explain the rejection of a small, delayed gamble, we need very high local curvature which, in turn, means extreme parameters.

The area marked with “x” signs shows the values of $\gamma$ and $\lambda$ for which the agent accepts the delayed 20 million/10,000 gamble. Across the wide range of parameter values checked in the figure, there is no overlap at all between the two shaded regions. In other words, the figure shows that the parameters needed to explain observation I are so extreme as to also predict very high global risk aversion and thereby the rejection of apparently attractive gambles with larger stakes like $G_L$.

### 4.2 Incorporating Narrow Framing

So far, we have shown that two simple observations about attitudes to risk pose considerable difficulties for almost every utility specification commonly used by financial economists. What, then, can explain these observations? Clearly, first-order risk aversion is an important ingredient: we need it to explain why small gambles like $G_S$, played out immediately, are rejected. However, the analysis earlier in this section shows that first-order risk aversion is not enough. Its weakness is that when an agent evaluates a small, delayed gamble, she merges it with her pre-existing risks and since the resulting diversification is attractive, she happily accepts it. To explain the rejection of such a delayed gamble, then, it must be that the agent does not fully merge it with her pre-existing risks, but that to some extent, she evaluates it in isolation. More formally, she must derive utility directly from the outcome of the gamble, and not just indirectly via its contribution to total wealth, as in traditional models. Equivalently, her decision utility must depend on the outcome of the gamble over and above what that outcome implies for total wealth risk, a feature we call **narrow framing**.\(^{15}\)

\(^{15}\)Evaluating the delayed 550/500 gamble in isolation does not, strictly speaking, imply narrow framing, because the gamble’s uncertainty is resolved over a single instant, over which it is the only source of wealth risk for the agent. Getting utility directly from the outcome of this gamble is therefore not necessarily "over
We now check that preferences with both first-order risk aversion and narrow framing can easily explain observations I and II, whether the gambles are played out immediately or with delay. A preference specification that incorporates these two features was recently developed by Barberis and Huang (2002). In their formulation, time $t$ utility is given by

$$V_t = W \left[ C_t, \mu(V_{t+1}) + b_0 E_t \left( \sum_i \overline{v}(G_{i,t+1}) \right) \right],$$

(26)

where

$$W(C, y) = (1 - \beta) C^{1-\gamma} + \beta y^{1-\gamma} \gamma^{(1-\gamma)}, \quad \gamma \neq 1,$$

(27)

$$\mu(V) = (E(\overline{V}^{1-\gamma}))^{1/(1-\gamma)}, \quad \gamma \neq 1,$$

(28)

$$\overline{v}(x) = \begin{cases} x & \text{for } x \geq 0 \\ \lambda x & \text{for } x < 0 \end{cases},$$

(29)

and where $G_{i,t+1}$ are specific gambles faced by the investor whose uncertainty will be resolved between time $t$ and $t + 1$.

The term prefixed by $b_0$ in (26) shows that relative to the usual recursive specification in (1), we now allow utility to depend on outcomes of gambles $G_{i,t+1}$ over and above what those outcomes mean for aggregate wealth risk: $G_{i,t+1}$ now enters the utility function directly and not just indirectly via time $t + 1$ utility, $V_{t+1}$. In other words, we allow for narrow framing, with the parameter $b_0$ controlling the degree of narrow framing: a $b_0$ of 0 means no narrow framing at all, while a large $b_0$ means that $G_{i,t+1}$ is evaluated almost completely in isolation from other risks. First-order risk aversion is also introduced, this time through the piece-wise linearity of $\overline{v}$. Indeed, since $\overline{v}$ exhibits first-order risk aversion, there is no need for $\mu(\cdot)$ to do so as well; here, $\mu(\cdot)$ simply takes a power utility form.\(^{16}\)

Barberis and Huang (2002) propose that an agent with these preferences evaluates an immediate gamble $\overline{x}$ by, as before, inserting an infinitesimal time interval $\Delta t$ at time $t$, applying the recursive calculation over this time step, and checking whether the utility from taking the gamble,

$$W(0, \mu(\overline{V}_{t+\Delta t}) + b_0 E_t(\overline{v}(\overline{x}))) = W(0, \mu(J(W_t + \overline{x}) + b_0 E_t(\overline{v}(\overline{x}))),$$

(30)

and above a concern for overall wealth risk. To provide definitive evidence of narrow framing, we can use the “continuously resolved” version of the 550/500 gamble described in footnote 8. Since people are averse to that gamble as well, they must be evaluating it in isolation, to some extent. This in turn, must be narrow framing, since over the time period that the gamble’s uncertainty is unfolding, it is not the only source of wealth risk to the agent. Getting utility directly from its outcome is therefore over and above any concern for overall wealth risk.

\(^{16}\)The specification in Barberis and Huang (2002) has numerous advantages over earlier formulations that also exhibit narrow framing, like that of Barberis, Huang and Santos (2001): it allows for a more tractable partial equilibrium analysis, offers a natural way of checking attitudes to monetary gambles and does not require the scaling of individual preferences by aggregate consumption.
is higher than the utility from not taking it,

\[ W(0, \mu(\hat{V}_{t+\Delta t})) = W(0, \mu(J(W_t))). \] (31)

A delayed gamble is evaluated, as before, by comparing the utility from taking it,

\[ W(\hat{C}_t, \mu(\hat{V}_{t+1}) + b_0 E_t(\pi(\bar{x}))) = W(\hat{C}_t, \mu(J((W_t - \hat{C}_t)\hat{R}_{t+1} + \bar{x}))) + b_0 E_t(\pi(\bar{x}))), \] (32)

where \( \hat{R}_{t+1} \) is the return on invested wealth between time \( t \) and \( t+1 \), to the utility from not taking it,

\[ W(C_t, \mu(\hat{V}_{t+1})) = W(C_t, \mu(J((W_t - C_t)\hat{R}_{t+1}))), \] (33)

with the hat over \( \hat{C}_t \) again a reminder that optimal consumption changes when the gamble is accepted.

Using these expressions, we can check that the preferences in (26)-(29) do indeed explain the attitudes in observations I and II, whether the gambles are immediate or delayed. Intuitively, they should be able to do so without difficulty. Whether the 550/500 bet is immediate or delayed, the \( b_0 \) term in (26) makes the agent evaluate the gamble in isolation, to some extent. Since the \( \pi \) function is steeper for losses than for gains, the potential loss of $500 looms larger than the potential gain of $550, leading the investor to reject the gamble. In other words, if the investor’s first-order risk aversion is focused specifically on the 550/500 bet rather than just on her overall wealth risk, she will be reluctant to take the bet.\(^{17}\)

We consider the same environment as in the example of Section 4.1. The investor’s only investment opportunity is a risky asset with gross return \( \hat{R} \), distributed log-normally as

\[ \log(\hat{R}) \sim N(0.04, 0.03), \] (34)

i.i.d. over time. Barberis and Huang (2002) show that in this case, the investor’s value function is given by

\[ J(W_t) = \Gamma W_t. \] (35)

Substituting this into expressions (30)-(31) and (32)-(33) allows us to determine the investor’s attitudes to immediate and delayed versions of \( G_S \) and \( G_L \).

Figure 3 presents the results. We set \( \beta \), which has little direct influence on attitudes to risk, to 0.9. More important is \( b_0 \), which controls the degree of narrow framing. We report our findings for just one value of \( b_0 \), namely 0.1, but obtain similar results for a wide range of \( b_0 \)’s, including a \( b_0 \) as low as 0.001. The computational methodology behind the figure is described in the Appendix.

\(^{17}\)More formally, Barberis and Huang (2002) show that an investor with the preferences in (26)-(29) is first-order risk averse to both immediate and delayed gambles, thereby predicting rejection of a small gamble like \( G_S \) in both cases. This is in stark contrast to the R-FORA preferences in (15)-(16) that lack narrow framing: there, the agent is first-order risk averse over immediate gambles but second-order risk averse over delayed gambles, thereby predicting rejection of the former but acceptance of the latter.
The top panel in Figure 3 shows the values of $\gamma$ and $\lambda$ consistent with observation I when the gamble, $G_s$, is delayed, while the bottom panel shows the range of values consistent with observation II when the gamble, $G_L$, is also delayed. The figure shows clearly that there is a wide range of parameter values for which the preferences in (26)-(29) can explain observations I and II for delayed gambles. For example, a $\lambda$ of 3 generates enough sensitivity to losses to reject the 550/500 bet, with its 1.1 gain to loss ratio, when that bet is evaluated in isolation; but it is not nearly enough sensitivity to losses to reject the highly attractive 20 million/10,000 gamble. The figure is identical when the gambles are played out immediately.

5 Applications

So far, we have shown that across a wide range of utility functions, the only ones that can easily explain aversion to a small, independent, actuarially favorable gamble without making counterintuitive predictions about attitudes to large gambles, are those exhibiting both first-order risk aversion and narrow framing. In particular, preferences with only first-order risk aversion, that do not allow for narrow framing, do not do as well. We now show that our analysis has useful implications for financial markets and specifically, for the stock market participation and equity premium puzzles.

5.1 The Stock Market Participation Puzzle

Consider first the participation puzzle: the fact that even though stocks have a high mean return, many people have historically appeared reluctant to allocate any money to them (Mankiw and Zeldes 1991, Hallassos and Bertaut 1995).\footnote{Mankiw and Zeldes (1991) report that in 1984, only 28\% of households held any stock at all, and only 12\% held more than $10,000 in stock. Non-participation was not simply the result of not having any liquid assets: even among households with more than $100,000 in liquid assets, only 48\% held stocks.} One approach to this puzzle invokes transaction costs of investing in the stock market; another examines whether non-stockholders have background risk that is somewhat correlated with the stock market (Heaton and Lucas 1997, 2000, Vissing-Jorgensen, 2002). A third approach relies on heterogeneity in individual preferences, and this is the one we focus on here. In particular, we try to shed light on what kinds of preferences might most easily generate non-participation in the stock market, even when restricted to reasonable parameterizations. Following the standard practice of economists, we take a reasonable parameterization to be one that makes sensible predictions about attitudes to large gambles; for example, one that satisfies observation II, acceptance of the 20 million/10,000 gamble at wealth levels above $100,000.

Previous research has found that for most households, stock market risk has a correlation
close to zero with other important risks, such as labor income risk, proprietary income risk and house price risk (Heaton and Lucas, 2000). Asking what kinds of preferences can explain non-participation therefore reduces to asking what kinds of preferences can explain people’s refusal to add even a small amount of a relatively uncorrelated, delayed risk – stock market risk – to their other risks.

Our earlier analysis is well-suited for answering this question. There, we saw that the easiest way to explain rejection of a small, uncorrelated, delayed gamble for reasonable parameter values is to use preferences with first-order risk aversion and that allow for the narrow framing of the gamble. A simple way of explaining the rejection of a small position in the stock market for reasonable parameter values is therefore to use preferences with first-order risk aversion and that allow for the narrow framing of stocks. This last feature means that the investor evaluates stock market risk in isolation, to some extent. More formally, her utility function depends on the outcome of any stock market gamble over and above what that outcome means for her overall wealth risk.

Our earlier analysis also makes another prediction: that preferences without narrow framing will have a harder time explaining non-participation, even if they exhibit first-order risk aversion. In the absence of narrow framing, the investor must evaluate stocks by merging them with her pre-existing risks and checking if the combination is attractive. Since stocks are a relatively uncorrelated risk, a small equity position brings useful diversification benefits which the investor generally does find attractive, even if first-order risk averse. To make such an investor withdraw from the stock market entirely, we need very high local curvature, which in turn means extreme parameters. However, such parameters almost always also imply high global risk aversion, thereby violating observation II. By having the investor evaluate stocks in isolation – by focusing her first-order risk aversion specifically on stocks rather than just on her overall wealth risk – we get around this difficulty and can more easily generate non-participation.

In making these predictions, we are assuming that results derived earlier for independent gambles will continue to hold, at least approximately, for gambles that are merely relatively uncorrelated with other risks. While this is likely to be true, the only way to be sure is to test the predictions explicitly in a simple portfolio choice setting, which is what we now do.

Consider an investor who, at the start of each period, has a fixed fraction \( \pi_n \) of her wealth tied up in a non-financial asset – our so-called pre-existing risk – with gross return

\[
R_{t+1}^n = e^{\theta_n + \sigma_n e_{t+1}},
\]

and who is wondering what fraction \( \theta_s \) of her wealth to invest in the stock market, which has gross return

\[
R_{t+1}^s = e^{\theta_s + \sigma_s e_{t+1}},
\]
where
\[
\left( \begin{array}{c} \varepsilon^N_t \\ \varepsilon^F_t \\ \varepsilon^P_t \end{array} \right) \sim N \left( \left( \begin{array}{ccc} 0 & 0 \\ 0 & \omega & 1 \\ \omega & 1 \end{array} \right) \right), \text{ i.i.d. over time.} \tag{38}
\]

The remaining fraction of her wealth, \(1 - \bar{\theta}_n - \theta_s\), is to be invested in a risk-free asset earning \(R_f\), so that the overall return on wealth is \(19\)

\[
R^w_{t+1} = (1 - \bar{\theta}_n - \theta_s)R_f + \bar{\theta}_n R^R_{t+1} + \theta_s R^s_{t+1}. \tag{39}
\]

We solve this portfolio problem for three different preference specifications: (a) as a benchmark, the power utility form
\[
\sum_{t=0}^{\infty} \beta^t \frac{C_t^{1-\gamma}}{1-\gamma}; \tag{40}
\]
(b) preferences with first-order risk aversion and that allow for the narrow framing of stocks, which, following the formulation in (26)-(29), can be written
\[
V_t = W \left[ C_t, \mu(V_{t+1}) + b_0 E_t(\overline{G}^s_{t+1}) \right], \tag{41}
\]
where \(G^s_{t+1}\), the stock market gamble the investor is taking, is given by \(20\)
\[
G^s_{t+1} = \theta_s (W_t - C_t) (R^s_{t+1} - R_f); \tag{42}
\]
and finally (c), as a way of isolating the effect of narrow framing, recursive utility with first-order risk-averse certainty equivalent, or R-FORA, as in (15)-(16).

The return process parameters are given in Table 2: \(g_s, \sigma_s\) are chosen to match historical annual data on aggregate stock returns; \(g_n, \sigma_n\) and \(\bar{\theta}_n\) are set to levels that are plausible, but our results depend little on their precise values. A more important parameter is \(\omega\), the correlation between the stock market and the investor’s pre-existing risks. Heaton and Lucas (2000) report correlations between the stock market and three important kinds of pre-existing risk – labor income, proprietary income and real estate – of -0.07, 0.14 and -0.2 in the aggregate, respectively. They also find that in the cross-section of households, these correlations rarely exceed 0.2, and in their simulations, consider only correlations in the range \([-0.1, 0.2]\). The \(\omega\) of 0.1 assumed in Table 2 is therefore very relevant for many individual investors.

\(19\)In reality, of course, the fraction of an individual’s wealth made up by a non-financial asset like a house is likely to vary over time. Fixing it at \(\overline{\theta}_n\) is a simplifying assumption designed to keep the portfolio problem tractable, but is not crucial for our results.

\(20\)The simplest way to define the stock market gamble is \(\theta_s(W_t - C_t)(R^s_{t+1} - 1)\): the capital allocated to stocks multiplied by the net return on stocks. We adopt the slight modification, proposed by Barberis, Huang and Santos (2001), of defining the gain or loss on the stock market gamble relative to the risk-free rate \(R_f\). The logic is that a stock market return may not be considered a gain unless it is higher than the return on T-Bills.
For these return process parameters, and for each utility function in turn, we compute the range of preference parameters for which the investor chooses to allocate a fraction $\theta_s = 0$ of her overall wealth to stocks; in other words, the range of parameters for which, even though the stock market offers a high mean rate of return $-g_s = 0.06$ – she still refuses to participate in it. We then check whether these preference parameters are reasonable, in that they satisfy observation II, acceptance of $G_L$. As before, we take $\beta = 0.9$, $\rho = -1$ and $b_0 = 0.1$. In particular, we want to check that the same value of $b_0$ that was able to explain observations I and II in Section 4.2 can also address the participation puzzle, so that there is no need to “pick and choose” a different $b_0$ for each application.\(^{21}\)

Power utility preferences illustrate the basic puzzle. For the return process parameters in Table 2, $\gamma > 93$ is required to generate a 0% allocation to stocks; but for such $\gamma$, the investor would be so risk averse as to turn down a 20 million/10,000 gamble at a wealth of $100,000, violating observation II.

Figures 4 and 5 present results for preferences (b) and (c), respectively. In each figure, the “+” signs indicate the parameters for which the investor chooses a 0% allocation to stocks, while the “x” signs show the parameters for which she accepts $G_L$. Figure 4 confirms our earlier claim: as soon as narrow framing of stocks is allowed, a wide range of parameter values can deliver a low allocation to stocks, while still predicting acceptance of the 20 million/10,000 gamble. For example, a $\lambda$ of 3 generates enough sensitivity to losses to make stocks appear unattractive when evaluated in isolation, but not nearly enough to reject $G_L$.

Figure 5 confirms that narrow framing plays a crucial role in this result: for the R-FORA preferences, with first-order risk aversion but no narrow framing, it is hard to produce a 0% allocation to stocks for reasonable parameter values. In fact, for this particular implementation of first-order risk aversion, it is impossible: there is no overlap at all between the two shaded regions. In the absence of narrow framing, a position in stocks is very desirable for its diversification benefits, even to a first-order risk averse investors. In this sense, the difficulties that Heaton and Lucas (1997, 2000) experience in trying to explain non-participation within the expected utility framework appear to carry over to much more general preference specifications.

The result in Figure 5 may be surprising, given that some authors, including Haliassos and Bertaut (1995) and Ang, Liu and Bekaert (2002), appear to show that first-order risk aversion does address the stock market participation puzzle. In fact, there is no inconsistency. Earlier research has focused on the special case where the investor has no pre-existing risk, but simply chooses between a riskless T-Bill and a risky stock market. In this case, first-order risk aversion over total wealth risk effectively means first-order risk aversion over stock market risk, and therefore does indeed deliver a low level of stock market participation.

\(^{21}\)For simplicity, we impose short-sales constraints and search for the optimal $\theta_s$ in the range $[0, 1 - \tilde{\theta}_n]$. The solution technique used for each of the three preference specifications is described in the Appendix.
Figure 5 shows that in the more realistic case where the investor has pre-existing risks, this result breaks down and first-order risk aversion is no longer enough.\footnote{Epstein and Schneider (2002) present a preference-based approach to the stock market participation puzzle based on aversion to ambiguity in the distribution of stock returns. This approach works in much the same way as our own, by inducing first-order risk aversion over the stock market gamble itself.}

### 5.2 The Equity Premium Puzzle

Our analysis of monetary gambles also has useful implications for the closely related equity premium puzzle. In particular, it sheds light on the kinds of preferences that might, in a representative agent equilibrium, generate a large premium, even when restricted to reasonable parameterizations, which as before, we take to mean consistency with observation II. Specifically, our earlier results suggest that preferences with first-order risk aversion and that allow for the narrow framing of stocks will be able to generate a large premium; and that the narrow framing ingredient will again be important, in that preferences with only first-order risk aversion will not do as well.

Before giving the intuition, we demonstrate this analytically. Consider a simple endowment economy with an infinite number of identical investors, and two assets: a risk-free asset in zero net supply, with gross return \( R_{f,t} \) between time \( t \) and \( t+1 \), and a risky asset – the stock market – in fixed positive supply, with gross return \( R_{t+1} \) between time \( t \) and \( t+1 \).

The stock market is a claim to a perishable stream of dividends \( \{D_t\} \), where

\[
\frac{D_{t+1}}{D_t} = e^{gD + \sigma_D \varepsilon_{t+1}},
\]

and where each period’s dividend can be thought of as one component of a consumption endowment \( C_t \), where

\[
\frac{C_{t+1}}{C_t} = e^{gC + \sigma_C \eta_{t+1}}
\]

and

\[
\begin{pmatrix}
\varepsilon_t \\
\eta_t
\end{pmatrix} \sim N
\begin{pmatrix}
\begin{pmatrix}
0 \\
\omega
\end{pmatrix},
\begin{pmatrix}
\omega & 1 \\
1 & 1
\end{pmatrix}
\end{pmatrix}, \text{ i.i.d. over time.}
\]

In our quantitative analysis, we use the endowment process parameters listed in Table 3. These parameters are estimated from annual U.S. data spanning the 20th century and are standard in the literature.\footnote{The one exception is \( \sigma_D \), the volatility of log dividend growth, which is approximately 12% in historical annual data but which we set to 20%. Doing so does not affect the stock market Sharpe ratio generated by any of the preference specifications we consider, but it does raise the volatility of stock returns in our economy to the level observed in the data. This ensures that any inability to match the historical equity premium is not simply due to an inability to match the historical volatility of returns.}
We now take the same three preference specifications considered in Section 5.1., (a)-(c), and ask how large an equity premium they can generate in this simple economy, when restricted to parameters consistent with observation II. To compute equity premia, we need the Euler equations of optimality for each preference specification. For power utility preferences, the Euler equations are well-known:

\[
1 = \beta R_f E_t \left( \frac{C_{t+1}}{C_t} \right)^{-\gamma} \tag{46}
\]

\[
1 = \beta E_t \left[ \left( \frac{C_{t+1}}{C_t} \right)^{-\gamma} R_{t+1} \right]. \tag{47}
\]

The Euler equations for preference specification (b), derived by Barberis and Huang (2002), and for (c), derived by Epstein and Zin (1989), are given in the Appendix. As before, we take \( \beta = 0.9, \rho = -1 \) and set the degree of narrow framing to \( b_0 = 0.1 \).\(^{24}\)

Table 4 presents the results. Power utility preferences illustrate the basic puzzle: the largest premium they can generate is 0.6%, corresponding to \( \gamma = 7 \), the largest integer value of \( \gamma \) consistent with observation II. The table also shows that preferences with first-order risk aversion and that allow for the narrow framing of stocks are easily able to generate very high equity premia, even when restricted to reasonable parameterizations. A \( \lambda \) of 3, for example, induces enough sensitivity to losses to make stocks appear unattractive when evaluated in isolation, thereby leading to a high premium, but not nearly enough to reject \( G_L \). Finally the table shows that preferences with first-order risk aversion alone, that lack narrow framing, deliver substantially lower premia.\(^ {25}\)

In light of our earlier results, none of this is surprising. In the simple representative agent economies we consider, the stock market is a relatively uncorrelated and relatively small risk. In Section 4, we saw that the preferences that can most easily explain aversion to such a risk, and thereby a large premium for holding that risk, are precisely those with first-order risk aversion and that allow for the narrow framing of the risk – in this case, the narrow framing of stocks. Moreover, preferences with first-order risk aversion alone, that lack narrow framing, are unlikely to generate as large a premium: the representative agent is then much more willing to hold stocks, as merging them with her pre-existing risks is diversifying.\(^ {26}\)

\(^{24}\)Benartzi and Thaler (1995) and Barberis, Huang and Santos (2001) also investigate the implications of narrow framing for the equity premium, but do not calibrate their preferences to any monetary gambles, making it hard to tell whether their parameterizations are “reasonable,” in the sense of satisfying observation II.

\(^{25}\)The table entry for narrow framing preferences reports premia of \( > 6\% \) because we were able to obtain a premium of 6% under the restriction of observation II even after searching over only part of the parameter space.

\(^{26}\)The reader may feel that the 3.59% equity premium generated by first-order risk averse preferences is in no way small. We agree, but note that imposing a stronger definition of “reasonable” parameters than the relatively weak observation II is likely to reduce the premium that R-FORA preferences can generate.
But why can we say that in our representative agent economies, stocks are a relatively small or relatively uncorrelated gamble? Both of these features follow directly from the low correlation of consumption growth and dividend growth in Table 3. Since, in the particular economies we consider, the price-dividend and consumption-wealth ratios are constant, a low correlation between dividend growth and consumption growth implies a low correlation between stock returns and the returns on total wealth. Stocks are therefore indeed only weakly correlated with the agent’s other risks, and they must also only be a small part of total wealth; if they were a large part, stock returns and returns on total wealth would be more highly correlated.

6 Interpreting Narrow Framing

In this paper, we have tried to argue that preferences with first-order risk aversion and that allow for narrow framing may be very useful for understanding attitudes to both independent monetary gambles and the stock market. Of these two features, narrow framing is the more unusual. It may therefore be helpful to end by suggesting some ways of interpreting it.

One way narrow framing can arise is if the agent takes non-consumption utility, such as regret, into account. Regret is the pain we feel when we realize that we would be better off today if we had taken a different action in the past. Even if a gamble that the agent accepts is just one of many risks that she faces, it is still linked to a specific decision, namely the decision to accept the gamble. As a result, it exposes the agent to possible future regret: if the gamble turns out badly, the investor may regret the decision to accept it. Consideration of non-consumption utility therefore leads quite naturally to preferences that depend on the outcomes of gambles over and above what those outcomes mean for total wealth.

A second theory of narrow framing is laid out by Kahneman (2003) in his Nobel lecture. He argues that many decisions are made intuitively, rather than through effortful reasoning. Since intuitive thoughts are by nature spontaneous, they are heavily shaped by the features of the situation at hand that come to mind most easily; to use the technical term, by the features that are most accessible. When the agent is offered a 50:50 bet to win $550 or lose $500, the outcomes of the gamble, $550 and $500, are instantly accessible; much less accessible, however, is the distribution of future outcomes the agent faces after integrating the 550/500 bet with all her other risks. Since the narrow frame is the most accessible one, it has a much greater effect on judgment.

This line of thinking has the interesting implication that if a broader frame is made

Indeed, in results not reported here but available on request, we find that if we impose the tighter restrictions on large-scale risk attitudes suggested elsewhere in the literature, the largest premium derivable from the R-FORA preferences falls to under 1%.
more accessible, perhaps by encouraging the investor to think about her overall wealth after merging the 550/500 gamble with her other holdings, she might take the bet after all. For example, a subject could be asked to think, quantitatively, about her total wealth today, $W_0$, and also about the distribution of her total wealth next month, $\tilde{W}_1$. She would then be asked whether she would accept a bet that would give her $\tilde{W}_1 + 550$ or $\tilde{W}_1 - 500$ next month, with equal chance. Kahneman (2003) reports that in informal experiments, subjects are indeed less likely to reject the small gamble when coaxed into using the broader frame than when simply asked whether they would take “a 50:50 bet to win $550$ or lose $500$.”

Narrow framing may also arise within firms. The manager of a particular division within a firm may, for incentive reasons, be compensated based on the division’s performance. This may lead her to turn down a risky project that adds too much volatility to the division’s earnings, even if the project is relatively uncorrelated with those of other divisions, and is therefore attractive from the overall firm’s perspective.

In Section 5, we addressed the stock market participation and equity premium puzzles by saying that agents get utility from the outcome of their stock market investments over and above what that outcome means for their overall wealth; in other words, they frame the stock market narrowly. Does it seem plausible that narrow framing might indeed apply in the case of the stock market?

It seems to us that both the “regret” and “accessibility” interpretations of narrow framing apply naturally to decisions about the stock market. Allocating some fraction of her wealth to the stock market constitutes a concrete action on the part of the agent – one that she may later regret if her stock market gamble turns out poorly.\(^{27}\) Alternatively, given our daily exposure, from newspapers, books and other media, to vast amounts of information about the distribution of the stock market, such information is very accessible. Much less accessible is any information as to the distribution of future outcomes once stock risk is merged with the other kinds of risk that people often face. From this point of view, then, it is natural that judgments about how much to invest in stocks would be made, at least to some extent, using a narrow frame.

All this is not to say that people never take a broad view. In some situations, it is very possible that people exert the cognitive effort required to override their intuition-based decision-making, thereby reducing the importance of accessibility. Our claim is simply that when evaluating independent risks of small to moderate size, and for some people, when evaluating stock market risk, narrow framing does appear to play some role.

\(^{27}\) Of course, investing in T-Bills may also lead to regret if the stock market goes up in the meantime. Regret is typically thought to be stronger; however, when it stems from having taken an action – for example, actively moving one’s savings from the default option of a riskless bank account to the stock market – than from having not taken an action – for example, leaving one’s savings in place at the bank. In short, errors of commission are more painful than errors of omission.
7 Conclusion

We argue that narrow framing, whereby an agent who is offered a new gamble evaluates that gamble in isolation, separately from other risks she already faces, may be a more important feature of decision-making under risk than previously realized. To demonstrate this, we present evidence on typical attitudes to monetary gambles with both large and small stakes and show that across a wide range of utility functions, including all expected utility and many non-expected utility specifications, the only ones that can easily capture these attitudes are precisely those exhibiting narrow framing.

Of course, the fact that people appear to frame narrowly when evaluating independent laboratory gambles of small to moderate size does not prove that they also do so when evaluating real-world risks like the stock market. We show, however, that preferences that couple narrow framing of stocks with first-order risk aversion do offer attractive ways of looking at some puzzling stock market phenomena – the low historical level of stock market participation and the high historical equity premium – thereby suggesting that some people at least, may also be framing the stock market narrowly.
8 Appendix

Proofs of Propositions.

Proof of Proposition 1. (We prove part (b) here. The argument for part (a) is very similar). With expected utility, and under the assumption that the outcome of a gamble does not affect \( I_t \) and is independent of future economic uncertainty, the individual’s attitude to a gamble \( \tilde{v} \) is determined by \( E_t[J(W_t + \tilde{v}; I_t, C_{-t})] \), where not taking the gamble corresponds to \( \tilde{v} = 0 \). The argument in Rabin (2000), which applies to one-period utility functions defined over wealth, can therefore be applied to \( J(W_t; I_t, C_{-t}) \), giving the result.

Proof of Proposition 2. Epstein and Zin (1989) propose that an individual with recursive utility preferences evaluates an immediate gamble \( \tilde{v} \) by inserting an infinitesimal time step \( \Delta t \) at time \( t \) and applying the recursive utility calculation over this time step. Under the assumption that the outcome of a gamble does not affect \( I_t \) and is independent of future economic uncertainty, the individual’s attitude to the gamble is determined by

\[
W(0, \mu(J(W_t + \tilde{v}; I_t))) = W(0, h^{-1}[E(h \cdot J(W_t + \tilde{v}; I_t))]),
\]

(48)

where not taking the gamble corresponds to \( \tilde{v} = 0 \). Immediate gambles are therefore again ranked by expected utility over wealth, with utility function \( h \cdot J(\cdot) \). The argument in Rabin (2000), which applies to one-period utility functions defined over wealth, can therefore be applied to \( h \cdot J(\cdot) \).

Proof of Proposition 3. We prove the proposition for the first-order risk averse preferences

\[
W(C, \mu) = ((1 - \beta)C^\rho + \beta \mu^\rho)^{1/\rho},
\]

(49)

\[
u(\mu(\tilde{V})) = E(u(\tilde{V})) + (\lambda - 1)E((u(\tilde{V}) - u(\mu(\tilde{V}))))1(\tilde{V} < \mu(\tilde{V})),
\]

where \( u \) has positive first derivative and negative second derivative. When

\[
u(\bar{x}) = E(\bar{x}^{3-\gamma})^{\frac{1}{\gamma}},
\]

(50)

this reduces to the first-order risk averse preferences in (15)-(16).

Since \( \tilde{V}_{t+1} \) does not have finite mass at \( \mu(\tilde{V}_{t+1}) \), a small change in the period \( t + 1 \) value function \( \Delta \tilde{V}_{t+1} = \Delta \tilde{V}(\tilde{W}_{t+1}, I_{t+1}) \) changes the certainty equivalent by

\[
\Delta \mu = \frac{E(u'(\tilde{V}_{t+1})\Delta \tilde{V}_{t+1}) + (\lambda - 1)E(u'(\tilde{V}_{t+1})\Delta \tilde{V}_{t+1}1(\tilde{V}_{t+1} < \mu))}{u'(\mu)(1 + (\lambda - 1)Pr(\tilde{V}_{t+1} < \mu))} + o(||\Delta \tilde{V}_{t+1}||)
\]

(51)

where \( \mu \) denotes \( \mu(\tilde{V}_{t+1}) \), \( ||x|| = E(||x||) \) and \( \lim_{x \to 0} (o(x)/x) = 0 \), by definition.
Assume for now that the agent does not optimally adjust her time $t$ consumption and portfolio strategy if she decides to take the gamble. Then we have
\[
\Delta V_{t+1} = V_W(\tilde{W}_{t+1}, I_{t+1})\bar{v} + o(||\bar{v}||),
\]
which implies
\[
\Delta \mu = \frac{E(u'(\tilde{V}_{t+1})V_W(\tilde{W}_{t+1}, I_{t+1})\bar{v}) + (\lambda - 1)E(u'(\tilde{V}_{t+1})V_W(\tilde{W}_{t+1}, I_{t+1})\bar{v}1(\tilde{V}_{t+1} < \mu))}{u'(\mu)(1 + (\lambda - 1) \Pr(\tilde{V}_{t+1} < \mu))} + o(||\bar{v}||).
\]
Given that $\bar{v}$ is independent of other economic uncertainty, we have
\[
\Delta \mu = \frac{E(u'(\tilde{V}_{t+1})V_W(\tilde{W}_{t+1}, I_{t+1})) + (\lambda - 1)E(u'(\tilde{V}_{t+1})V_W(\tilde{W}_{t+1}, I_{t+1})1(\tilde{V}_{t+1} < \mu))}{u'(\mu)(1 + (\lambda - 1) \Pr(\tilde{V}_{t+1} < \mu))} + o(||\bar{v}||),
\]
so that to first order, the certainty equivalent value of $\tilde{V}_{t+1}$ depends only on $E(\bar{v})$, not on its standard deviation.

Finally, the aggregator function $W(\cdot, \cdot)$ does not generate any first-order dependence on the standard deviation of the gamble $\bar{v}$. In addition, assuming that the agent adjusts her time $t$ consumption and portfolio choice optimally when accepting the gamble only introduces terms of the second order of $\bar{v}$.

**Illustrative Examples: Acceptance/Rejection of Monetary Gambles**

*Recursive utility with first-order risk averse certainty equivalent*

If the investor does not take the gamble, then
\[
\Gamma W_t = \max W(C_t\Gamma\mu((W_t - C_t)\bar{R}))
= \max C_t \{ (1 - \beta)C_t^\rho + \beta(W_t - C_t)^\rho (\mu(\bar{R}))^\rho \}^{\frac{1}{\rho}}
= \max \alpha W_t \{ (1 - \beta)\alpha^\rho + \beta(1 - \alpha)^\rho (\mu(\bar{R}))^\rho \}^{\frac{1}{\rho}},
\]
where $\alpha$ is the constant fraction of wealth consumed each period by the investor. The first-order condition is
\[
(1 - \beta)\alpha^{\rho-1} = \beta(1 - \alpha)^{\rho-1}\Gamma^\rho \mu^\rho,
\]
which, when substituted into (55), gives
\[
\Gamma = (1 - \beta)^{\frac{1}{\rho}} \alpha^{\frac{\rho - 1}{\rho}}.
\]
Substituting this into (56) gives
\[
\alpha = 1 - \beta^{\frac{1}{\rho}} \mu^{\frac{\rho}{\rho - 1}}.
\]
Therefore, given \( \mu \), which can be easily computed from its definition in (16), \( \alpha \) is obtained from (58), and then \( \Gamma \) from (57). This gives time \( t \) utility, \( \Gamma W_t \).

If the investor takes the gamble, utility is \( \hat{\Gamma} W_t \), where

\[
\hat{\Gamma} = \max_{\alpha} \left\{ (1 - \beta) \alpha^\rho + \beta (1 - \alpha)^\rho \Gamma^\rho \left( \mu + \frac{\overline{v}}{W_t(1 - \alpha)} \right)^\rho \right\}^{\frac{1}{\rho}}.
\]  

(59)

This maximization can be performed numerically, and then \( \hat{\Gamma} \) compared to \( \Gamma \) to determine if the gamble should be taken.

Recursive utility with first-order risk averse certainty equivalent and narrow framing

If the investor does not take the gamble, then

\[
\Gamma W_t = \max_{C_t} W(C_t \Gamma \mu ((W_t - C_t) \bar{R}))
= \max_{C_t} \left\{ (1 - \beta) C_t^{\alpha - \gamma} + \beta (W_t - C_t)^{\alpha - \gamma} \Gamma^{\alpha - \gamma} E(\bar{R}^{\alpha - \gamma}) \right\}^{\frac{1}{\alpha - \gamma}}
= \max_{\alpha} W_t \left\{ (1 - \beta) \alpha^{\alpha - \gamma} + \beta (1 - \alpha)^{\alpha - \gamma} \Gamma^{\alpha - \gamma} E(\bar{R}^{\alpha - \gamma}) \right\}^{\frac{1}{\alpha - \gamma}},
\]

where \( \alpha \) is the constant fraction of wealth consumed each period by the investor. The first-order condition is

\[
(1 - \beta) \alpha^{-\gamma} = \beta (1 - \alpha)^{-\gamma} \Gamma^{1 - \gamma} E(\bar{R}^{1 - \gamma}),
\]

(61)

which, when substituted into (60), gives

\[
\Gamma = (1 - \beta)^{\frac{1}{1 - \gamma}} \alpha^{\frac{\gamma}{1 - \gamma}}.
\]

(62)

Substituting this into (61) gives

\[
\alpha = 1 - \beta^{\frac{1}{\gamma}} E(\bar{R})^{\frac{1 - \gamma}{\gamma}}.
\]

(63)

Therefore, \( \alpha \) is obtained from (63) and then \( \Gamma \) from (62). This gives time \( t \) utility, \( \Gamma W_t \).

If the investor takes the gamble, utility is \( \hat{\Gamma} W_t \), where

\[
\hat{\Gamma} = \max_{\alpha} \left\{ (1 - \beta) \alpha^{1 - \gamma} + \beta (1 - \alpha)^{1 - \gamma} \left[ \Gamma \left( E(\bar{R} + \frac{\overline{x}}{W_t(1 - \alpha)})^{1 - \gamma} \right) \right]^{\frac{1}{1 - \gamma}} + b_0 E \left( \pi \left( \frac{\overline{x}}{W_t(1 - \alpha)} \right) \right) \right\}^{\frac{1}{1 - \gamma}}.
\]

(64)

This maximization can be performed numerically, and then \( \hat{\Gamma} \) compared to \( \Gamma \) to determine if the gamble should be taken.

Illustrative Examples: Portfolio Choice
Recursive utility with first-order risk averse certainty equivalent (and power utility as special case)

Epstein and Zin (1989) show that in this i.i.d. setting, the value function is \( J(W_t) = \Gamma W_t \), so that the investor’s problem becomes

\[
\max_{C_t, \theta} W(C_t, \Gamma \mu(W_{t+1})) = \max_{\alpha, \theta} \left[ (1 - \beta) \alpha^\rho + \beta (1 - \alpha)^\rho \Gamma^\rho (\mu(R_{t+1}^W) \rho \right]^\frac{1}{\rho}
\]

where \( \alpha \) is the constant fraction of wealth consumed each period and where \( R_{t+1}^W \) is defined in (39). The consumption and portfolio problems are therefore separable, with the portfolio problem given by

\[
\max_{\theta} \mu(R_{t+1}^W),
\]

which given the definition of \( \mu \) in (16), is easily solved. Power utility preferences correspond to the special case where \( \lambda = 1 \) and \( \rho = 1 - \gamma \), so that the portfolio problem is given by

\[
\max_{\theta} E((R_{t+1}^W)^{1-\gamma}).
\]

Recursive utility with first-order risk averse certainty equivalent and narrow framing

Barberis and Huang (2002) show that in this i.i.d. setting, the value function is given by \( J(W_t) = \Gamma W_t \), so that the investor’s problem becomes

\[
\Gamma W_t = \max_{C_t, \theta} W(C_t, \Gamma \mu(W_{t+1}) + b_0 E_t(\mu(G_{t+1}^f))) = \max_{\alpha} \left[ (1 - \beta) \alpha^{1-\gamma} + \beta (1 - \alpha)^{1-\gamma} (B^*)^{1-\gamma} \right]^\frac{1}{1-\gamma}
\]

where \( G_{t+1}^f \) is defined in (42) and where

\[
B^* = \max_{\theta} \mu(R_{t+1}^W) + b_0 \theta E_t(\mu(R_{t+1}^W - R_f)).
\]

The only difficulty with the portfolio problem in (69) is that it depends on the value function constant \( \Gamma \). To deal with this, note that the first-order condition for consumption in (68) is

\[
(1 - \beta) \alpha^{-\gamma} = \beta (1 - \alpha)^{-\gamma} (B^*)^{1-\gamma}.
\]

Substituting this into (68) gives

\[
\Gamma = (1 - \beta)^\frac{1}{1-\gamma} \alpha^{-\gamma}. \tag{71}
\]

The problem can now be solved as follows. Guess a candidate value of \( \alpha \), substitute it into (71) to generate a candidate \( \Gamma \), and then solve portfolio problem (69) for that \( \Gamma \). Take the
$B^*$ that results, substitute it into the consumption problem (68), and solve that problem to generate a new $\alpha$. Continue this iteration until convergence occurs. The converged values represent an optimum for the original problem.

**Illustrative Examples: Equity Premium Calculations**

*Recursive utility with first-order risk averse certainty equivalent*

Epstein and Zin (1989) show that the Euler equations for the R-FORA preferences are

$$E_t \left[ \phi \left( \frac{\beta}{1-\alpha}^{1/p} \frac{C_{t+1}}{C_t} \right) \right] = 0 \quad (72)$$

$$E_t \left[ \phi' \left( \frac{\beta}{1-\alpha}^{1/p} \frac{C_{t+1}}{C_t} \right) (R_{t+1} - R_f) \right] = 0 \quad (73)$$

$$E_t \left[ \phi' \left( \frac{\beta}{1-\alpha}^{1/p} \frac{C_{t+1}}{C_t} \right) \left( \frac{1}{1-\alpha} \frac{C_{t+1}}{C_t} - R_f \right) \right] = 0, \quad (74)$$

where $\alpha$ is the constant fraction of wealth consumed each period, and where

$$\phi(x) = \begin{cases} \frac{x^{1-\gamma}-1}{1-\gamma} & \text{for } x \geq 1 \\ \lambda \frac{x^{1-\gamma}-1}{1-\gamma} & \text{for } x < 1 \end{cases} \quad (75)$$

Equation (72) determines $\alpha$, equation (74) determines the risk-free rate $R_f$ and (73) determines the expected stock return, thereby giving the equity premium.

*Recursive utility with first-order risk averse certainty equivalent and narrow framing*

Barberis and Huang (2002) show that the Euler equations for the narrow framing preferences are given by

$$\beta \frac{1}{\tau-\gamma} (1-\alpha)^{-\frac{1}{1-\gamma}} R_f E((\frac{C_{t+1}}{C_t})^{1-\gamma}) (E((\frac{C_{t+1}}{C_t})^{1-\gamma}))^{-\frac{1}{1-\gamma}} = 1 \quad (76)$$

$$\frac{E((\frac{C_{t+1}}{C_t})^{-\gamma}(R_{t+1} - R_f))}{E((\frac{C_{t+1}}{C_t})^{-\gamma})} + b_0 R_f^{-1} \frac{1}{1-\beta} \frac{1}{\gamma} \left( \frac{1-\alpha}{\alpha} \right)^{-\frac{1}{1-\gamma}} E(\tau(R_{t+1} - R_f)) = 0, \quad (77)$$

where $\alpha$ is the fraction of wealth consumed by the investor. Given a risk-free rate $R_f$, $\alpha$ is obtained from (76). With $\alpha$ in hand, (77) can then be used to compute the equity premium.
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Table 1: Acceptance rates for monetary gambles across five groups of subjects. Groups (i) and (v) consist of part-time MBA students at the University of Chicago, group (ii) of financial advisors at a mid-size U.S. brokerage firm, group (iii) of Chief Investment Officers and Directors of quantitative equity research at large asset management firms and group (iv) of clients of the private wealth management division of a U.S. bank. The first four gambles are immediate (their uncertainty is resolved at the time of the experiment), while the last gamble is delayed (its uncertainty is resolved a few months later). The fourth gamble listed was played for real money, while the others are hypothetical. Gamble “X/Y” is a 50:50 bet to win $X or lose $Y.

<table>
<thead>
<tr>
<th></th>
<th>(i)</th>
<th>(ii)</th>
<th>(iii)</th>
<th>(iv)</th>
<th>(v)</th>
</tr>
</thead>
<tbody>
<tr>
<td>110/100</td>
<td>24%</td>
<td>33%</td>
<td>31%</td>
<td>41%</td>
<td>-</td>
</tr>
<tr>
<td>550/500 (G_s)</td>
<td>10%</td>
<td>23%</td>
<td>16%</td>
<td>29%</td>
<td>-</td>
</tr>
<tr>
<td>1,100/1,000</td>
<td>4%</td>
<td>20%</td>
<td>5%</td>
<td>15%</td>
<td>-</td>
</tr>
<tr>
<td>110/100 real money</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10%</td>
</tr>
<tr>
<td>110/100 delayed</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>22%</td>
</tr>
<tr>
<td>No. of subjects</td>
<td>68</td>
<td>30</td>
<td>19</td>
<td>34</td>
<td>41</td>
</tr>
</tbody>
</table>
Table 2: Parameter values for the return processes in a portfolio choice exercise: \( g_s \) and \( \sigma_s \) (\( g_n \) and \( \sigma_n \)) are the mean and standard deviation of log stock market returns (log returns on a non-financial asset); \( \overline{\theta}_n \) is the fixed fraction of wealth held in the non-financial asset; \( \omega \) is the correlation of log returns on the stock market and the non-financial asset; and \( R_f \) is the risk-free rate.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_s )</td>
<td>0.06%</td>
</tr>
<tr>
<td>( \sigma_s )</td>
<td>0.20%</td>
</tr>
<tr>
<td>( g_n )</td>
<td>0.04%</td>
</tr>
<tr>
<td>( \sigma_n )</td>
<td>0.03%</td>
</tr>
<tr>
<td>( \overline{\theta}_n )</td>
<td>0.75</td>
</tr>
<tr>
<td>( \omega )</td>
<td>0.10</td>
</tr>
<tr>
<td>( R_f )</td>
<td>1.02%</td>
</tr>
</tbody>
</table>

Table 3: Parameter values for the endowment processes in a representative agent equilibrium model: \( g_C \) and \( \sigma_C \) (\( g_D \) and \( \sigma_D \)) are the mean and standard deviation of log consumption (dividend) growth; \( \omega \) is the correlation of log consumption growth and log dividend growth.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_C )</td>
<td>1.84%</td>
</tr>
<tr>
<td>( \sigma_C )</td>
<td>3.79%</td>
</tr>
<tr>
<td>( g_D )</td>
<td>1.5%</td>
</tr>
<tr>
<td>( \sigma_D )</td>
<td>20.0%</td>
</tr>
<tr>
<td>( \omega )</td>
<td>0.10</td>
</tr>
</tbody>
</table>
Table 4: The table reports the largest equity premium that can be generated by each of three preference specifications in a simple representative agent equilibrium model, under the restriction that in equilibrium, the agent be willing to accept a 50:50 bet to win $20,000,000 or lose $10,000. The three utility functions are power utility preferences, preferences with both first-order risk aversion and that allow for the narrow framing of stocks, and preferences with first-order risk aversion alone.

<table>
<thead>
<tr>
<th>Utility</th>
<th>Premium</th>
</tr>
</thead>
<tbody>
<tr>
<td>power</td>
<td>0.6%</td>
</tr>
<tr>
<td>narrow framing</td>
<td>&gt;6%</td>
</tr>
<tr>
<td>R-FORA</td>
<td>3.59%</td>
</tr>
</tbody>
</table>
Figure 1. The “+” signs show the range of parameter values for which an agent with a recursive utility function with second-order risk averse certainty equivalent rejects a 50:50 bet to win $550 or lose $500. The “x” signs show the parameter values for which the agent accepts a 50:50 bet to win $20,000,000 or lose $10,000.
Figure 2. The “+” signs show the range of parameter values for which an agent with a recursive utility function with first-order risk averse certainty equivalent rejects a 50:50 bet to win $550 or lose $500. The “x” signs show the parameter values for which the agent accepts a 50:50 bet to win $20,000,000 or lose $10,000.
Figure 3. The “+” signs show the range of parameter values for which an agent with a recursive utility function with first-order risk averse certainty equivalent and that allows for narrow framing rejects a 50:50 bet to win $550 or lose $500. The “x” signs show the parameter values for which the agent accepts a 50:50 bet to win $20,000,000 or lose $10,000.
Figure 4. The “+” signs show the parameter values for which an agent with a recursive utility function with first-order risk averse certainty equivalent and that allows for narrow framing would not participate in a stock market offering a high mean return and low correlation with other risks. The “x” signs show where the agent would accept a 50:50 bet to win $20,000,000 or lose $10,000.
Figure 5. The “+” signs show the parameter values for which an agent with a recursive utility function with first-order risk averse certainty equivalent would not participate in a stock market offering a high mean return and low correlation with other risks. The “x” signs show where the agent would accept a 50:50 bet to win $20,000,000 or lose $10,000.