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Abstract

This paper explores the link between the composition of firm’s capital holdings
and stock returns. I develop a general equilibrium production economy where firms
use two factors, real estate capital and other capital, and investment is irreversible.
Real estate depreciates slowly, this makes real estate investment riskier than invest-
ment in other capital. Firms with high real estate holdings are extremely vulnerable
to bad productivity shocks. In equilibrium, investors demand a premium to hold
such a firm. This prediction is supported empirically: I find that the returns of
firms with a high share of real estate capital exceed that for low real estate firms
by 4-7% annually adjusted for exposures to the market return, size, value and mo-
mentum factors. The model also predicts countercyclical variation in the aggregate
share of real estate in total capital, which is a moment of the state variables. A
cross sectional investigation of the conditional CAPM, where the change in aggre-
gate share of real estate in total capital is used as the conditioning variable, delivers
substantially improved results over its unconditional version.
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1 Introduction

Firms own and use many different capital goods. Capital is heterogeneous, a building
is not a computer. Even if in some extreme cases one can be substituted with the
other one in the firm’s production (Barnes&Noble versus Barnes&Noble.com), yet other
characteristics still distinguish them, such as the rates of depreciation. Commercial real
estate and equipment naturally emerge as two major classes of capital goods. Their dollar
values in the U.S. economy are comparable. The Bureau of Economic Analysis (BEA)
estimates approximately 7.2 trillion dollars worth of nonresidential structures (value of
buildings excluding the value of the land), and 4.5 trillion dollars worth of nonresidential
equipment at the end of 2003.1 Most firms own and use both capital types in their
operations, however, there is considerable variation in firms’ capital composition. When
firms with both types of capital are sorted on the share of buildings in their total physical
capital (PPE), the share of buildings for the firms at the 20th and 80th percentile are
15% and 44%, respectively, while the median firm’s buildings account for approximately
28% of the firm’s total physical capital. In addition to the obvious differences in their
roles in the firm’s operations, structures and equipment are different in their durability.
Structures, on the average, depreciate much slower than equipment2, therefore require
less replacement investment. This introduces significant heterogeneity into the capital
stock of firms. The value of a firm depends on the underlying value of its assets, i.e. its
capital stock. Therefore, the dynamics of a firm’s value (return) is fundamentally linked
to the changes in the firm’s capital stock, both its size and composition.

In this paper, I study the link between the composition of the firms’ capital holdings3

and stock returns. I specifically explore the role of real estate holdings in the firm’s
investment decisions and capital. I develop a general equilibrium model, where a repre-
sentative agent invests in the firms in the economy, and consumes their dividends. The
firms use two factors, real estate capital (buildings/structures)4 and other capital (equip-
ment); stochastic productivity shocks lead to heterogeneity among firms. Investment in
either form of capital is irreversible. Numerical solutions of the model predict a "real
estate premium", i.e. in equilibrium, investors demand a premium to hold a firm that
owns a lot of real estate as part of its capital. I consequently verify this prediction with
firm level data. I find that the returns of firms with a high share of real estate exceed that
for low real estate firms by 4-7% annually adjusted for exposures to the market return,
size, value and momentum factors. The model also predicts countercyclical variation in
the aggregate share of real estate in total capital. This prediction is also supported by
the data. A cross sectional investigation of the conditional CAPM, where the change in

1Estimates are taken from BEA Fixed Assets Table 3: Current cost net stock of private fixed assets.
2Fraumeni (1997) includes a list of BEA depreciation rates. Glaeser and Gyourko (2004) point out

the extremely durable nature of residential real estate.
3The composition of the firm’s capital is different from the composition risk in Piazzesi, Schneider

and Tuzel (PST, 2004). The composition risk, measured by the changes in the expenditure share of
housing in household’s consumption, is part of the pricing kernel in PST.

4Throughout this paper, I use the real estate/buildings/structures terms interchangibly. The BEA
reports the quantity of structures, whereas Compustat reports the value of buildings.
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aggregate share of real estate in total capital is used as the conditioning variable, delivers
substantially improved results over its unconditional version.

Firms accumulate capital through real investment. In the presence of capital hetero-
geneity, the real investment decisions determine not only the size of the firm’s capital,
but also its composition. If the capital holdings can be costlessly adjusted at any time,
then the composition of the firm’s capital becomes trivial. The firm always holds the op-
timal capital mix for a given level of output, i.e. the mix of capital inputs that minimizes
the firm’s costs for a given level of output. Nevertheless, capital adjustment is rarely
costless, and the frictions in capital adjustment can distort the firm’s investment deci-
sions together with its capital composition. Costless adjustment of the capital holdings
allows firms to pay a smooth dividend stream; therefore reduces their risk. Firms can
accommodate exogenous productivity shocks by increasing/decreasing their investments
and capital holdings, keeping their dividends relatively smooth. Frictions in capital ad-
justment reduces the flexibility of the firms to accommodate exogenous shocks. If capital
is heterogeneous, the implications of frictions can vary among capital types. For an ex-
treme example, take an agricultural firm with two types of capital; land, which does not
depreciate, and perishable seeds, which completely depreciate from one season to the
next. If there are frictions to reduce the capital stock, this friction will have an impact
on land investment, whereas it will have no impact on investment in seeds.5

I assume a particular form of friction in capital adjustment, that investment is ir-
reversible. Irreversible investment implies infinite adjustment cost while adjusting the
capital stock downward, whereas increasing the capital stock incurs no adjustment cost.
For the agricultural firm portrayed above, the implications of irreversible investment are
starkly asymmetric: The firm with a lot of land dreads bad exogenous shocks, and tries
to mitigate their effect by decreasing the investment in perishable seeds. This change
in investment policy distorts the capital composition of the firm, increasing the share of
land in the firm’s capital holdings. Positive exogenous shocks have the opposite effect,
reducing the share of land in the firm’s capital. As the share of land increases, the firm
becomes more vulnerable to bad productivity shocks, therefore the investors demand a
premium to hold them in equilibrium.

The presence of irreversibility constraints leads the firms, on average, to invest less
and hold less capital than they would otherwise do. The firm anticipates that the irre-
versibility constraint may bind in the future, therefore is more hesitant to invest (Bertola,
1988; Pindyck, 1988; Dixit, 1989; Dixit and Pindyck, 1994; Abel and Eberly, 1999). In
addition, asymmetric depreciation rates of factors distort the composition of capital hold-
ings in favor of the one that depreciates faster, i.e. non real estate capital. When a firm
receives bad productivity shocks, firm’s capital holdings go down; however, the compo-
sition of factors get closer to their "optimal" levels (optimal if factors of production can
be costlessly adjusted). This unintentional move in factor composition actually makes
the firm more productive, especially when the good shocks arrive. However, this firm
is risky, because high real estate holdings make the firm extremely vulnerable to bad

5Friction in land adjustment will impact the investment in seeds, but this is a second order effect.
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shocks. Investment in the slow depreciating factor (real estate) becomes a sunk cost in
bad times, and pays off well in good times; therefore investors would demand a premium
to hold a firm with high real estate holdings.

The risks associated with investing in and holding real estate capital is well understood
and frequently mentioned in the business press:

A number of analysts express concerns about Hilton and Starwood in par-
ticular, because the two companies’ real estate poses additional recession risks
... Owning hotels is more risky than managing or franchising them because
of the cost of carrying and maintaining property ... Hilton in particular could
be hard hit by the economic slowdown. Hilton owns many of its hotels, unlike
Marriott, which mostly franchises and manages properties owned by others.
- WSJ, 3/26/01

Different business cycle implications of investment in real estate capital and other,
less durable capital types are also cited in the business press:

Yet the aftereffects of overinvestment in technology are likely to be less
pronounced than those of previous investment busts. In the 1980s, a frenzy
of real estate investment saddled the U.S. with commercial office space that
took years to fill. During that time, new investment in such properties almost
ground to a halt. By contrast, business equipment and software depreciate
in just a few years, if not months. Rapid depreciation means that any excess
capacity should be eliminated relatively quickly.
- WSJ, 1/5/01

The paper proceeds as follows. Section 2 discusses the key elements of the model and
related work. Section 3 presents the model and derives the pricing equations. Section 4
briefly explains the computational solution, which is detailed in Appendix A. Section 5
explains the quantitative results. Section 6 ties the quantitative results to the data. The
paper is concluded in Section 7.

2 Key Elements and Related Work

2.1 Capital Heterogeneity

Many different capital inputs enter the firm’s production process. Nevertheless, capital
is overwhelmingly modelled as homogeneous. Even though it is convenient to assume
homogeneity of capital, this assumption implies that different capital goods are perfect
substitutes; i.e. workstations can be replaced by forklifts. The perfect substitutability
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assumption is typically rejected by the data, and the degree of substitutability is different
across capital types (Denny and May, 1978).

There is a small literature on investment with capital heterogeneity. Samuelson (1961-
1962), in a highly stylized economy where the same ratio of inputs are maintained across
consumption and capital goods industries, finds that the heterogeneous capital goods
can be reduced to a homogeneous capital good. Garegnani (1970) shows that equal pro-
portions of inputs assumption is crucial for Samuelson’s (1961-1962) results, and this
assumption practically turns the heterogeneous capital economy to an economy with ho-
mogeneous capital and consumption good, the two being perfectly substitutable. Several
papers study the aggregation problem of multiple capital goods in the presence of ad-
justment costs (Blackorby and Schworm, 1983; Epstein, 1983; Wildasin, 1984). Their
common result is that, one has to impose very stringent set of assumptions in order to
aggregate heterogeneous capital inputs into a homogeneous input as a weighted some of
multiple capital inputs. Wildasin (1984) extends the q theory of investment to the gen-
eral case of multiple capital goods, and derives a relationship between q and the vector
of investments in multiple capital goods. Chirinko (1993) uses Wildasin’s (1994) result
to estimate an investment equation relating q to investment in multiple capital goods.
Epstein (1983) provides a model of optimal capital allocation with the assumption that
the capital inputs are weakly separable, where multiple capital can be aggregated into
a capital aggregate in the form of a scalar index of multiple capital inputs. Hayashi
and Inoue (1991) use this measure of capital aggregate, as opposed to the sum of nom-
inal capital stocks, to estimate the relation between investment and q using a panel of
data disaggregated to capital types from Japanese manufacturing firms. Goolsbee and
Gross (1997) use firm level data disaggregated to capital types from the airline indus-
try to study the adjustment costs. They find that airlines have a significant region of
inaction while adjusting their capital stocks, and aggregating at the firm level leads to
disappearance of inaction region and an upward bias in adjustment costs. Doms and
Dunne (1998) and Nilsen and Schiantarelli (2003), using plant level data disaggregated
to capital types from a diverse set of industries from the U.S. and Norway, respectively,
have similar conclusions with respect to the smoothing effects of aggregating data at the
firm level. Cummins and Dey (1998), using firm level data from Compustat, also find
that when capital heterogeneity is ignored, estimates of adjustment costs are upward bi-
ased and estimates of factor substitution in production are downward biased. Abel and
Eberly (2002) also use panel data from Compustat to estimate several models of optimal
investment, one of which incorporates capital heterogeneity and fixed adjustment costs.
They find that firms do not choose to invest in all types of capital every period.

2.2 Irreversible Investment

Investment is frequently modelled as "irreversible" in the real investment literature
(Pindyck, 1988; Dixit, 1989; Dixit and Pindyck, 1994; and many others). Recently,
several papers have studied the asset pricing implications of models with irreversible in-
vestment (Cooper, 2003; Gomes, Kogan and Zhang, 2003; Kogan, 2004). Even though

4



irreversible investment seems like an extreme assumption, Abel and Eberly (1994) show
that disinvestment is never optimal if the resale price of capital is low enough relative to
its purchase price; therefore, investment is practically "irreversible". Cooper and Halti-
wanger (2002) take it one step further, and report that even in the absence of frictions
in the secondary markets, a modest amount of convex adjustment costs induce complete
irreversibility of investment. Ramey and Shapiro (2001), collecting and analyzing data
from aerospace industry auctions, find that reallocating capital entails substantial costs
due to loss of value and time. They estimate that the average market value of equipment
sold in auctions is 28 cents per dollar of replacement cost. Many factors contribute to
the low resale prices for capital, including capital specificity, thin markets and adverse
selection problems. Furthermore, Eisfeldt and Rampini (2003) find that capital reallo-
cation is procyclical, even though the benefits to reallocation are countercyclical. Firms
are stuck with excess capital when they most need to reverse their investments, during
economic downturns.

Empirical evidence supports the hypothesis that investment is mostly irreversible.
Cooper and Haltiwanger (2002), using a large panel of plant level data from Longitudi-
nal Research Database, fit hybrid models of adjustment costs having both convex and
non-convex cost components, including irreversible investment. They find that the mod-
els with the best fits imply complete or near complete investment irreversibility. Nilsen
and Schiantarelli (2003), using plant level panel data from Norway, find evidence for irre-
versibility in both equipment and building investments. They also find that aggregating
across different capital goods leads to a relatively smooth investment profile by shadow-
ing the intermittent character of each type of investment. Leahey and Whited (1996)
study the relationship between uncertainty and investment using panel data on individ-
ual firms. They find that increases in the uncertainty the firm faces decreases the firm’s
investment. They conclude that irreversible investment is the most likely explanation
behind this stylized fact.

Real estate is different from equipment due to the presence of more established sec-
ondary markets6 for real estate. Yet, investment in real estate can be highly irreversible.
Ramey and Shapiro (2001), in one of the examples to motivate their study, report that the
(now relocated) building of the Department of Economics at the University of California,
Riverside has been converted from a motel. Complete bathrooms in each office and swim-
ming pool in the courtyard certainly contributes less to the productivity of an educational
institution than they would to the value of a lodging; the value of these amenities to the
Economic department will naturally be lower than their replacement value. Abandoned
industrial and commercial buildings, especially in downtowns around Midwest, are ex-
amples of "irreversible" real estate investments. Furthermore, these abandoned buildings
cannot be freely disposed, and they generally create hazardous environments for the com-
munities around. In some cases, even the investment in "land" is considered irreversible.
United States Environmental Protection Agency estimates that there are currently more

6Some types of equipments, such as photocopy machines, laboratory equipments, microscopes, ...
also have relatively established secondary markets.
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than 450,000 brownfields in the U.S..7 Recovering the land of these brownfields requires
a careful and expensive cleanup effort, if it can be done at all.8

2.3 Related Work

To the best of my knowledge, there is no prior work investigating the implications of
capital heterogeneity within the firm in the asset pricing context. A somewhat related
line of literature is concerned with intangible capital (Hall, 2001; Hansen, Heaton and
Li, 2004; Cummins, 2003; Li, 2004). Even though the existence and importance of intan-
gible capital is widely agreed upon, interpreting and accounting for intangible capital is
inherently difficult. Interpretations of intangible capital range from being a capital input
in addition to physical capital to being a form of adjustment cost. Several papers at-
tempt to measure the aggregate value of intangible capital in the U.S. economy (Atkeson
and Kehoe, 2002; Hall, 2001; Li, 2004). Considering the difficulties with interpreting,
measuring and modeling intangible capital, I choose to concentrate on heterogeneity in
physical capital.

The interactions between business cycles and asset returns are studied in a strand of
papers with production economies. The early studies (Danthine, Donaldson and Mehra,
1992; Rouwenhorst, 1995) find that standard one-sector business cycle models have coun-
terfactual asset pricing implications, despite their relative success at explaining key busi-
ness cycle facts. Jermann (1998) introduces capital adjustment costs to the standard
business cycle model to mitigate the endogenous consumption smoothing mechanism in-
herent in production economies. Boldrin, Christiano and Fisher (2001) considers a two
sector economy with limited labor mobility. The two sector model is designed to make
the short term supply of capital completely inelastic, limiting the firm’s ability to smooth
its dividend stream. Both of these papers consider habit formation preferences, which
generates time varying risk premium and has been relatively successful in explaining asset
returns in endowment economies.

The link between real investment and stock returns is explored by Cochrane (1991,
1996). Cochrane considers a production based asset pricing model with quadratic ad-
justment costs where the first order conditions of the producers describe the relationship
between asset returns and real investment returns in a partial equilibrium framework.
Cochrane (1991) predicts a contemporaneous relationship between asset returns and in-
vestment returns, acknowledging that if there are lags in the investment process, then
the investment plans (rather than current investment returns) should covary with as-
set returns. Lamont (2000) reports that due to lags in investment, contemporaneous

7A brownfield is a property, the expansion, redevelopment, or reuse of which may be complicated by
the presence or potential presence of a hazardous substance, pollutant, or contaminant.
http://www.epa.gov/brownfields/about.htm
8A classic example is the Alcoa Plant on the New Jersey side of the Hudson River. Covering an

area of more than one million square feet on a highly valued land, it has been closed since 1964 and the
building remains contaminated with PCBs, highly toxic compounds that are now banned in the U.S..
http://www.modern-ruins.com/alcoa/index.html
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investment returns and stock returns have a strong negative covariation, however the in-
vestment plans strongly covary with asset returns. In their empirical analysis, Cochrane
(1991) uses private domestic investment and Lamont (2000) uses private nonresidential
investment data, and neither of them distinguishes between investment in different types
of capital. Cochrane (1996) considers a two factor asset pricing model where the fac-
tors are returns to residential and nonresidential investment, tries to explain the cross
sectional differences in asset returns. Based on Cochrane’s production based model, Li,
Vassalou and Xing (2003) perform an empirical investigation of asset returns with a four
factor model, where the factors are investment growth rates in different sectors of the
economy.

Recently, several papers investigate production based models with capital adjustment
frictions in an attempt to link stock returns to a firm characteristics, the B/M (book value
of equity/market value of equity) ratio (Cooper, 2003; Zhang, 2003; Kogan, 2004). Their
general idea is that, firms with high B/M ratio are burdened with excess capital in bad
times. Frictions in capital adjustment mechanisms (irreversibilities, costly reversibility)
prevent the firms from achieving their desired capital holdings, leading to discrepancy
between market and book values of assets and time varying stock returns. These papers
mainly differ along the frictions they assume in capital adjustment mechanisms. Kogan
(2004) assumes that investment is irreversible and subject to convex adjustment costs.
Cooper (2003) considers the nonconvex (fixed) adjustment costs in addition to irreversible
investment. Zhang (2003) assumes convex but asymmetric adjustment costs; firms face
higher adjustment costs while cutting their capital compared to capital expansions.

Even though real estate is an important component of aggregate wealth, it is generally
omitted from the empirical and theoretical work in the asset pricing literature. There
are a few notable exceptions, including Stambaugh (1982), Kullman (2003), Flavin and
Yamashita (2002), Piazzesi, Schneider and Tuzel (2004) and Lustig and Nieuwerburgh
(2002, 2003). Stambaugh (1982) constructs market portfolio as a combination of several
asset groups, some of which includes proxies for residential real estate. Kullman (2003)
includes measures of both residential real estate returns and commercial real estate re-
turns (as measured from REITs) in addition to proxies for returns to human capital and
stock market returns in the market portfolio. Stambaugh (1982) finds that the ability
of the CAPM to explain the cross section of returns is insentitive to the construction of
the market portfolio. Kullman (2003), on the other hand, finds that returns to residen-
tial real estate is significant in explaining the cross section of stock returns, whereas the
returns to commercial real estate is insignificant. Flavin and Yamashita (2002) consider
portfolio choice with exogenous returns in the presence of housing. Piazzesi, Schneider
and Tuzel (2004) construct an equilibrium asset pricing model with housing, and show
that the composition of the consumption bundle appears in the pricing kernel, and mat-
ters for asset pricing. The expenditure share of housing predicts stock returns. Lustig
and Nieuwerburgh (2002, 2003) find that the ratio of housing wealth to human wealth
has asset pricing implications.

Deng and Gyourko (1999) study the empirical relationship between real estate own-
ership by non-real estate firms and firm returns. They find that firms with high degrees
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of real estate concentration and high levels of risk as measured by beta experience lower
returns. However, their measure of real estate concentration, PPE/Assets, does not mea-
sure the share of real estate in the firm’s physical capital. Their ratio measures the ratio
of physical assets in the firms total assets, this is what Braun (2003) calls the "tangi-
bility" of firm. Braun (2003) finds that tangibility of firms is related to their financing
possibilities and leverage; tangible firms find it easier to raise debt financing, and have
higher leverage.

3 Setup

The economy is populated with many infinitely lived identical agents, who maximize
expected discounted utility. There is a single consumption/investment good that is pro-
duced by two firms that use two types of capital. The investment is irreversible.

3.1 Firms

There are two firms that produce a homogeneous good. The firms use two factors: real
estate capital (such as buildings) and other capital. The firms are subject to different
productivity shocks. The investment in either form of capital is irreversible. Real estate
depreciates at rate µ and other capital depreciates at rate δ. In accordance with Bureau
of Economic Analysis (BEA) rates of depreciation, I assume that real estate depreciates
slower than other capital (µ < δ).9

The production function for firm i = 1, 2 is given by:

Yit = F (Zit,Kit,Hit)

= Zit(K
α1
it H

α2
it )

α

Hit and Kit denote the beginning of period t stock of real estate (buildings) and other
capital, respectively, where hit = log(Hit) ∈ [h, h] and kit = log(Kit) ∈ [k, k] , α, α1 and
α2 ∈ (0, 1). The firm productivity, denoted zit = log(Zit), has a stationary and monotone
Markov transition function, denoted pzi(zi,t+1|zit), as follows:

zi,t+1 = ρzzit + σεε
z
i,t+1 (1)

where εzi,t+1 is IID normal shock and the correlation between ε
z
i,t+1 and ε

z
j,t+1 is ρε for any

pair (i, j) with i 6= j. ρε > 0 implies that there exists an aggregate productivity shock in
the economy.

9BEA rates of depreciation for private nonresidential structures range between 1.5-3%, whereas the
depreciation rates for private nonresidential equipments are in the range of 10-30% annually (Fraumeni,
1997).
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The investment is assumed to be irreversible, i.e. gross investment in either type of
capital is non-negative:

Ki,t+1 − (1− δ)Kit ≥ 0 (2)

Hi,t+1 − (1− µ)Hit ≥ 0
for i ∈ {1, 2}.
Firms are equity financed. The dividends to shareholders are equal to:

Dit = Yit − [Ki,t+1 − (1− δ)Kit +Hi,t+1 − (1− µ)Hit] . (3)

At each date t, firms choose {Ki,t+1,Hi,t+1} to maximize the net present value of their
expected dividend stream:

Et

" ∞X
k=0

βkΛt+k

Λt
Di,t+k

#
(4)

for i ∈ {1, 2}, subject to (Eq.1-2), where βkΛt+k
Λt

is the marginal rate of substitution of
the firm’s owners between time t and t+ k.

Let λit and νit denote the Lagrange multipliers on investment irreversibility con-
straints (Eq.2) for i = 1, 2. The Kuhn-Tucker conditions for the firm’s optimization
problem are:

Λt − λit =

Z Z
β
£
Λt+1(FKi,t+1 + 1− δ)− (1− δ)λi,t+1

¤
pz1(z1,t+1|z1t)pz2(z2,t+1|z2t)dz1dz2

(5)

Λt − νit =

Z Z
β
£
Λt+1(FHi,t+1 + 1− µ)− (1− µ)νi,t+1

¤
pz1(z1,t+1|z1t)pz2(z2,t+1|z2t)dz1dz2

λit[Ki,t+1 − (1− δ)Kit)] = 0 (6)

νit[Hi,t+1 − (1− µ)Hit] = 0

λit, νit ≥ 0

and irreversibility constraints, Eq.2, where

FKit = FK(Zit,Kit, Hit)

FHit = FH(Zit, Kit,Hit)

Tobin’s q (qkit, qhit), the consumption cost of capital, is defined as the marginal value
of each type of capital (Ki,t+1, Hi,t+1) to the firm, Λt − λit and Λt − νit, divided by the
marginal cost, Λt.

qkit = 1−
λit
Λt

(7)

qhit = 1−
νit
Λt
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A little algebra on (5) leads us to:

1 =

Z Z
βΛt+1

Λt

FKi,t+1
+ (1− δ)qkit+1

qkit
pz1(z1,t+1|z1t)pz2(z2,t+1|z2t)dz1dz2 (8)

1 =

Z Z
βΛt+1

Λt

FHi,t+1 + (1− µ)qhit+1

qhit
pz1(z1,t+1|z1t)pz2(z2,t+1|z2t)dz1dz2

Multiplying both sides with Ki,t+1 and Hi,t+1, respectively, rearranging, and adding
the equations:

qkitKi,t+1 + qhitHi,t+1 (9)

=

Z Z
βΛt+1

Λt
[Yi,t+1 + (1− δ)Ki,t+1qki,t+1 + (1− µ)Hi,t+1qhi,t+1] pz1(z1,t+1|z1t)pz2(z2,t+1|z2t)dz1dz2

The (end of period) value of a firm’s equity (Vit) is equal to the market value of its
assets in place:

Vit = qkitKi,t+1 + qhitHi,t+1 (10)

Replacing equations (10) and (3) in (9) gives the standard Euler equation:

1 =

Z Z
βΛt+1

Λt

Vi,t+1 +Di,t+1

Vit
pz1(z1,t+1|z1t)pz2(z2,t+1|z2t)dz1dz2 (11)

for i ∈ {1, 2}.

3.2 Households

The representative agent maximizes expected discounted utility. Preferences over con-
sumption take the standard form:

Et

" ∞X
k=0

βku(Ct+k)

#
with u(Ct) =

C1−γ
t

1− γ
(12)

The agent invests in a one-period riskless discount bond in zero net supply and two
risky assets, the equity of firms. At every date t, agent satisfies the following budget
constraint:

bt+1
1

1 + rft
+ s1,t+1V1t + s2,t+1V2t + Ct ≤ s1t(V1t +D1t) + s2t(V2t +D2t) + bt (13)

where bt+1, s1,t+1 and s2,t+1 denote period t acquisition of riskless bond and risky assets;
and qrf t, V1t, V2t denote their prices, respectively. D1t and D2t denote period t dividends
of the risky assets as defined in the previous section. At each date t, the agent chooses
{bt+1, s1,t+1, s2,t+1, Ct} to maximize (12) subject to (13).
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The first order conditions for the agents’ optimization problem are:

1

1 + rft
= Et

·
βuC(Ct+1)

uC(Ct)

¸
(14)

1 = Et

·
βuC(Ct+1)

uC(Ct)

Vi,t+1 +Di,t+1

Vit

¸
for i ∈ {1, 2}.

3.3 Equilibrium

The vector of endogenous state variables for the economy is denoted s = [k1, k2, h1, h2].
The vector of exogenous state variables is denoted z = [z1, z2]. A competitive equilib-
rium consists of a consumption function, C(s, z); policy functions, k

0
i(s, z), h

0
i(s, z); La-

grange multiplier functions, λi(s, z), νi(s, z); price functions for installed capital, qki(s, z),
qhi(s, z); price functions for firms, Vi(s, z); dividend functions, Di(s, z), for i = 1, 2; risk
free rate, rf(s, z), that solve the firms’ optimization problems (maximize Eq.4 subject to
Eq.1-2), solve the representative agent’s optimization problem (maximize Eq.12 subject
to Eq.13), and satisfy the aggregate resource constraint:

C(s, z) + exp(k
0
1(s, z)) + exp(k

0
2(s, z)) + exp(h

0
1(s, z)) + exp(h

0
2(s, z))

≤ y1 + y2 + (1− δ) exp(k1) + (1− δ) exp(k2) + (1− µ) exp(h1) + (1− µ) exp(h2)

4 Computational Solution

The model cannot be solved analytically. I therefore use numerical techniques. I solve the
Euler equations (Eq.5) using the parameterized expectations algorithm (PEA) by Marcet
(1998). My computational solution closely follows the steps of the Chebyshev PEA
algorithm in Christiano and Fisher (2000). The basic idea in the PEA is to substitute
the conditional expectations that appear in the equilibrium conditions by parameterized
functions of the state variables. The conditional expectation is parameterized using
an exponentiated polynomial, where the exponential guarantees nonnegativity. I use
Chebyshev polynomials as the basis functions for the polynomial. Once the conditional
expectation function is approximated, the policy variables and the Lagrange multipliers
can be expressed as functions of the approximated conditional expectations. The details
of the solution are left to the Appendix.

PEA easily accommodates the irreversibility constraints in the model. Alternatively,
one can parameterize the policy functions together with the Lagrange multiplier functions
(which would lead to indirect parameterization of the conditional expectations); however,
this would be a significantly more cumbersome computation. In addition, Christiano and
Fisher (2000), studying a simple stochastic growth model with irreversible investment,
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find that the conditional expectation function is smoother than other functions charac-
terizing the solution, such as the policy function, therefore parameterizing conditional
expectations leads to more accurate approximations.10 In the presence of irreversibil-
ity constraints, policy functions will have kinks due to occasionally binding constraints,
which makes parameterizing the policy functions especially undesirable.

5 Quantitative Results

I consider asset pricing in a simple production economy with two types of capital (build-
ings and equipment) and irreversible investment. I am particularly interested in whether
the composition of the capital bundle matters for asset pricing.

The presence of heterogeneous firms in the economy allows me to study the cross
sectional implications. The firms receive different, but correlated productivity shocks,
which, over time, lead to heterogeneity between them. Through simulations of the model
economy, I show that the productivity shocks effect firms’ investment decisions and lead to
changes in firms’ capital compositions. The composition of the capital bundle determines
the flexibility of firms to accommodate future productivity shocks. As the share of
the buildings in the capital bundle of a firm increases, the firm gets less flexible to
accommodate bad shocks in the future, i.e. gets riskier. I demonstrate that these riskier
firms indeed earn higher returns in equilibrium.

Table 1 presents the parameters used in the simulations of the model economy. For
the parameters that previous empirical studies guides us, I use the suggestions of those
studies. For other parameters, I try to use sensible values without trying to match any
criteria. The model is not calibrated to match any benchmark result. The capital share α
is set to 0.3, which is roughly in line with the values used in previous studies. Similarly, the
time discount factor β is set to 0.99 (annually), and the coefficient of relative risk aversion
γ is set to 1. The depreciation rates, δ and µ, are set to 0.12 and 0.02 for equipment
and buildings, respectively. These are roughly the average BEA depreciation rates for
equipment and buildings. For the other parameters, I do not have clear guidance. As will
be explained later in the empirical results, I find that the average share of buildings in the
firm’s total plant, property and equipment in the firm’s balance sheet is approximately
0.3. Therefore, I set the share of equipment α1 to 0.7, and the share of buildings α2 to
0.3. The coefficients regarding the productivity of firms are chosen somewhat arbitrarily.

Table 1: Parameter Values

α α1 α2 δ µ β ρz γ σε ρε
0.3 0.7 0.3 0.12 0.02 0.99 0.8 1 0.2 0.2

10Christiano and Fisher (2000) solve a simple stochastic growth model with irreversibility constraints
using six algoritms, including the version of the PEA I am using (which they call Chebyshev PEA).
They find that Chebychev PEA dominates other methods in terms of accuracy, speed and programmer
time.
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Figure 1: Net investment ratios vs. Productivity shock

Figure 1 plots the net investment rates for buildings and equipment, ih
H
and ik

K
, where

iht = Ht+1 − Ht and ikt = Kt+1 − Kt, as functions of the productivity shock. Every
period, I compute the buildings/equipment (H/K) ratios for firms. In order to visually
illustrate the differences between the high H/K and the low H/K firms, I only plot the
firms in the highest and lowest 5 percentile with respect to their H/K ratios.

Figure 1 illustrates several differences between the policies of firms with high H/K
and low H/K ratios. The high H/K firms occasionally hit the irreversibility constraint
in real estate investment when they receive bad productivity shocks. The investment
in equipment is more responsive to the productivity shocks and fluctuates more than
investment in buildings. The equipment investments of high H/K firms are even more
responsive to the productivity shocks than the low H/K firms. When a firm receives
bad productivity shocks, its equipment stock diminishes quickly, with little reduction in
its stock of buildings, leading to a higher H/K ratio. Therefore, firms that experience a
sequence of bad productivity shocks have high H/K ratios, and firms that experience a
sequence of good productivity shocks have low H/K ratios.

I am interested in the rate of return rei on each firm and the riskless borrowing rate
rf in the economy. They are defined as:

rei,t+1 = log

µ
Vi,t+1 +Di,t+1

Vit

¶
rft = − logEt

·
βuC(Ct+1)

uC(Ct)

¸
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In addition to the raw asset returns, I am interested in the "real estate premium"
generated in this model economy. Every period, I compute the buildings/equipment
(H/K) ratios for firms, and label the firm with higher H/K ratio as high H/K and
the firm with lower ratio as low H/K firm. At the beginning of each period, I form a
synthetic "real estate" portfolio (HMK) by buying the higher H/K firm, and selling the
lower H/K firm. I present the first two moments of the asset returns in Table 2.

Table 2: Model Implied Moments of Asset Returns (%, annualized)

rf rs rex rHMK

µ 1.60 2.20 0.60 0.21
σ 0.20 0.23 0.16 0.28

Note: The table reports the means and standard deviations of the risk free
rate (rf) , the raw stock returns (rs), the excess stock returns (rex) and the
real estate portfolio (rHMK). The stock returns are the average of the returns
of the two firms.

Figure 2 plots the returns of the HMK portfolio as a function of the spread in
H/K. The real estate premium gets higher as the difference between the firms’ capital
composition increases. If there is a systematic change in theH/K spread over the business
cycle, this would imply time varying real estate premium. It is plausible that the H/K
spread is countercyclical: Figure 1 illustrates that, in good times, low H/K firms invest
more in buildings than high H/K firms, and high H/K firms invest more in equipment
than low H/K firms, decreasing the spread in H/K. In bad times, both type of firms
have negative net investment. However, the irreversibility constraint limits the real estate
disinvestment of highH/K firms, and the constrained firms disinvest a disproportionately
large amount of non-real estate capital, widening the spread in H/K. The negative
correlation coefficient between the H/K spread and the total output (∼ −0.3) confirms
that the H/K spread and the real estate premium are both countercyclical.

In this framework, aggregate H/K ratio
³P

iHiP
iKi

´
arises as an important variable. It

is already established that the H/K ratios of firms increase with bad productivity shocks
and decrease with good productivity shocks. Figure 3 indicates that the aggregate H/K
ratio is highly countercyclical. Aggregate H/K ratio is a moment of state variables in the
economy, and it is informative about the state of the economy. Later, empirical results
will confirm that aggregate H/K ratio indeed captures important information about the
economy.

In Figure 4, I simulate the economy for 75 periods and plot model generated aggregate
H/K ratio against time. The length of simulation corresponds to 1929-2003 period, for
which empirical H/K ratio is calculated and plotted in Section 6. The darker columns
in the figure represent periods in which the output growth is more than one standard
deviation below its mean (to proxy for recessions). The aggregate H/K ratio rises during
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Figure 3: Change in aggregate H/K vs. Output growth

recessions, since the firms find it difficult to reduce their real estate holdings, whereas
the other capital depreciates, hence decreases faster.

In this model economy, Tobin’s q differs from 1 only when the irreversibility constraint
binds. If an irreversibility constraint binds at any time, the market value of the installed
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Figure 4: Annual Change in Aggregate H/K Ratio, sample 75 year period. The darker
columns indicate periods in which output growth is more than one standard deviation
below its mean.

capital for that firm goes below its book value, pushing Tobin’s q below 1. Since there is
no adjustment cost or limitation for adjusting the capital level upward, Tobin’s q never
exceeds 1 in this economy (i.e. market value of installed capital never exceeds its book
value). A variation of this model economy, which incorporates frictions/adjustment costs
while adjusting the capital level upward, would generate richer results in terms of q. Such
a model could also be used to study the "value premium", where value firms would have
q values below 1 and growth firms would have q values above 1.

6 Empirical Results

In this section, I examine the empirical relationship between the composition of the
firms’ capital holdings, specifically buildings and equipment, and stock returns. In the
first part, I study the relationship at the firm level. I look at the capital composition of
individual firms, and try to understand whether there are any cross sectional differences in
firm returns with respect to their capital composition. In the second part, I consider the
composition of the aggregate capital in the economy. This variable comes out as a moment
of the state variables in my model economy, therefore is economically meaningful. I use
the aggregate H/K ratio as a conditioning variable and try to explain the cross sectional
differences in the returns of size and B/M sorted portfolios via the conditional CAPM.
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6.1 Data

In order to measure the real estate holdings of firms, I use real estate related accounting
variables. Compustat Industrial Annual provides a breakdown of plant, property and
equipment (PPE) into buildings, machinery and equipment, natural resources, land and
improvements, construction in progress and capitalized leases. Among these items, I iden-
tified buildings, land and improvements and construction in progress as items related to
real estate. Buildings is the single biggest component of real estate for most firms. Com-
pustat provides net11 values of these items over 1969-1997 and historical cost values over
1984-2002. Unfortunately, neither of these measures represent market values or physical
quantities of the assets. In order to make the capital compositions comparable between
firms, I calculated a real estate ratio (RER) for each firm in every year by dividing the
real estate components of PPE by total PPE. Since neither net, nor historical cost series
span throughout the whole 1969-2002 period, I used net values until 1984, and switched
to historical cost values starting 1984.12 My choice of using net versus historical cost val-
ues over 1984-1997 is somewhat arbitrary, but the results are insensitive to the method
of choice. I repeated the analyses using several combinations of real estate components
(buildings, buildings+land, buildings+construction, buildings+land+construction), and
the results are not sensitive to the choice of real estate components, either. The value of
buildings dominates in the RER for all combinations. Since the data for buildings are
available for more firms than the data for land or construction, I used only buildings in
the nominator of the RER.

I use all firms with positive holdings of buildings and other capital, as reported in
Compustat Industrial Annual, and stock return data from CRSP. A considerable number
of mostly small firms do not own any real estate. I excluded them from the sample
since their capital structure clearly is not compatible with the simple firm dynamics in
the model economy. Following Fama and French (1992 and others), to ensure that the
accounting variables are known before the returns they are used to analyze, I match
the accounting data for all fiscal yearends in calendar year t-1 with the returns for July
of year t to June of year t+1, allowing for a minimum of 6 months gap between fiscal
yearend and return tests.

In addition to my original sample, I consider two subsamples for empirical tests.
The empirical studies in investment literature typically use firm or plant level data from
manufacturing firms (Hayashi and Inoue, 1991, Caballero, Engel and Haltiwanger, 1995,
and many others). In order to be consistent with this literature, I report my results
for manufacturing firms separately. The other subsample that I consider is related to
the secured debt holdings of firms. My simple model overlooks the financing decisions of
firms. The firms with lower flexibility, i.e. the high real estate firms, are riskier. However,
real estate ownership generally gives the firm the option to raise secured debt at a lower
nominal cost, and limits the firm’s liability in case of default. Therefore, secured debt
ownership may alleviate the risk of holding real estate. Compustat Industrial Annual

11"Net" is "at cost" - "accumulated depreciation".
12If I have net (gross) real estate holdings in the nominator, I used net (gross) PPE in the denominator.
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reports mortgages and other secured debt holdings of firms starting in 1981. This secured
debt series includes capitalized lease obligations, which is also separately reported. I
construct a secured debt ratio (SDR) for each firm by dividing the secured debt excluding
capitalized lease obligations by total assets.

The aggregate H/K is constructed using the chain type quantity indexes for non-
residential equipment and structures by Bureau of Economic Analysis, by dividing the
quantity index for nonresidential structures by the quantity index for equipment. The
data for 1929-1995 period is taken from the Table 2 of the May 1997 issue of Survey of
Current Business (Katz and Herman, 1997). More recent data is taken from the BEA
Fixed Assets Table 4, chain type quantity indexes for net stock of private fixed assets.
The ratio is trending downward over time (i.e. the quantity of structures relative to
equipment is decreasing), therefore I use the annual percentage change in the ratio as
the scaling (conditioning) variable. The test assets in Fama-MacBeth regressions are the
25 value weighted size and B/M sorted portfolios (FF portfolios). FF portfolio returns,
FF factors and the momentum factor are taken from Kenneth French’s website.

6.2 Firm Level Analysis

This section investigates whether a stock’s expected return is related to its capital com-
position; the share of its buildings in its total capital. I follow a straightforward portfolio
based approach by sorting the firms in my sample every year according to their RER and
grouping them into quintile portfolios. Table 3 reports the descriptive statistics for RER
sorted portfolios. On the average, buildings make up 30% of a firm’s physical capital.
However, there is significant dispersion in the capital composition among firms. The
lowest RER group, on the average, has around 10% RER, whereas the buildings make
up more than 50% of the physical capital of the highest RER group. The returns of the
portfolios are dispersed as well. With the exception of the highest RER portfolio of all
firms, excess raw returns increase monotonically as the RER increases. The monotonic
relationship between RER and excess returns is maintained for the manufacturing firms
even for the highest RER portfolio.
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Table 3: Descriptive Statistics for RER Sorted Portfolios (%, annualized)

RER quintile low 2 3 4 high all
All firms (July 1971 - June 2003)

RER 0.09 0.20 0.28 0.37 0.57 0.30
reEW 7.92 8.52 9.48 10.80 9.72
reVW 2.40 4.08 3.60 6.60 5.04

# of firms 1966
Manufacturing firms (July 1971 - June 2003)

RER 0.12 0.22 0.29 0.36 0.53 0.30
reEW 8.52 8.52 9.60 10.56 11.40
reVW 2.76 3.24 5.40 5.52 6.60

# of firms 1255
All firms (July 1983 - June 2003)

RER 0.08 0.18 0.25 0.34 0.56 0.28
SDR 0.09 0.07 0.07 0.08 0.13
reEW 6.12 6.96 7.44 9.12 6.60
reVW 2.40 4.92 2.16 8.88 6.00

# of firms 1591
Manufacturing firms (July 1983 - June 2003)

RER 0.11 0.20 0.26 0.33 0.50 0.28
SDR 0.07 0.06 0.06 0.07 0.08
reEW 7.20 6.72 7.56 8.88 9.24
reVW 3.84 4.80 3.96 6.96 6.84

# of firms 994

Note: For RER and SDR, equal-weighted averages are first taken over all
firms in that portfolio, then over years. RER is buildings/PPE; SDR is
(secured debt - capitalized leases)/assets. reEW is equal-weighted monthly
excess returns, reVW is value-weighted monthly excess returns, annualized,
averages are taken over time (%). Excess returns are measured in the year
following the portfolio formation.

The secured debt ratio (SDR) of firms have a different pattern. Since secured debt
data is not available before 1981, SDR can only be computed starting in 1981. SDR has
a slight U-shaped pattern with respect to the share of buildings in the firm’s capital. The
ratio makes a big spike for the highest RER group of all firms, whereas it is relatively
flat for the manufacturing firms.

The excess returns of RER sorted portfolios are regressed on well known risk factors
such as excess market returns (MKT ), SMB (returns of portfolio that is long in small,
short in big firms), HML (returns of portfolio that is long in high B/M, short in low
B/M firms) andMOM (momentum portfolio returns, long in short term winners, short in
short term losers). The intercepts of the regressions (alphas) represent the pricing errors.
If these well knows risk factors can account for all the risk in RER sorted portfolios, the
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alphas should be indistinguishable from zero. Table 4 presents the alphas and betas of
RER sorted portfolios with respect to market, SBM , HML and MOM factors for the
whole sample using value and equally weighted portfolios. Table 5 reports the same for
the sample of manufacturing firms, Tables 6 and 7 present them starting in 1983 for the
sample of firms that has necessary data for the computation of the secured debt ratio.
Betas are estimated by regressing the portfolio excess returns on the 4 factors. The
alphas are estimated as intercepts from the regressions of excess portfolio returns on the
same factors. Monthly alphas are annualized by multiplying with 12. If real estate risk
is priced, risk-adjusted returns (i.e. alphas) should exhibit systematic differences. This
is indeed the case in the data. Like the raw returns, alphas increase monotonically as
the RER increases, except the portfolio with the highest RER (which also has higher
SDR). The value weighted portfolios that are long in high RER portfolios and short
in low RER portfolio (5-1 and 4-1 portfolios) have alphas varying between 4% and 7%
over the 1971-2003 period. The equally weighted portfolios produce smaller, but still
significant alphas.

The alphas for the manufacturing firms are bigger and more significant. Furthermore,
the irregularity of the highest RER portfolio disappears when the sample of firms are
limited to the manufacturing firms.

One plausible concern with RER sorted portfolios is that firms in some industries
may naturally have high / low RERs. For example, health services (hospitals) and
hotels tend to have very high RERs, whereas transportation companies tend to have
low RERs. Consequently, the returns of extreme RER portfolios may reflect industry
specific factors. Looking at the sample of manufacturing firms to a large extent mitigates
this problem. Alternatively, I calculate industry adjusted real estate ratios for firms
(adjRER). I group firms based on 2 digit SIC codes and calculate the average of the
RERs within each group. I subtract these industry RERs from the firm RERs to get
industry adjusted real estate ratios for firms (adjRER).

Table 8 presents the descriptive statistics, alphas and betas of adjRER sorted portfo-
lios for the whole sample using value and equally weighted portfolios. There is significant
variation in industry adjusted real estate ratios. For the firms in the first quintile, the
share of real estate in the firms’ total physical capital is 20% lower than the average firm
in that industry, and it is 23% higher for the firms in the fifth quintile. Variation in
industry adjusted real estate varios (adjRERs) implies that there is considerable hetero-
geneity in capital composition within industries. The value and equal weighted portfolios
that are long in high adjRER portfolios and short in low adjRER portfolio (5-1 port-
folio) have alphas in the range of 2.5-3.5% over the 1971-2003 period. Both alphas are
statistically significant.
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Table 4: Alphas and Betas of Portfolios Sorted on RER, All Firms

July 1971 - June 2003

RER quintile low 2 3 4 high 5-1 4-1
Value weighted portfolios

alpha -4.08 -1.01 -0.28 2.81 -0.2 3.88 6.89
(-3.31) (-0.90) (-0.22) (2.54) (-0.15) (2.08) (4.01)

MKT 1.10 0.99 0.97 0.96 1.01 -0.15 -0.09
(48.89) (43.44) (40.10) (38.68) (27.92) (-1.96) (-4.74)

SMB 0.19 -0.02 -0.01 -0.05 0.05 -0.24 -0.13
(5.00) (-0.45) (-0.26) (-1.46) (0.88) (-1.70) (-4.60)

HML -0.02 0.03 -0.07 -0.30 -0.07 -0.28 -0.05
(-0.51) (0.70) (-1.87) (-6.35) (-1.10) (-0.64) (-5.06)

MOM -0.02 -0.07 -0.12 -0.03 -0.04 -0.02 -0.03
(-0.48) (-2.41) (-3.99) (-0.97) (-1.13) (-0.50) (-0.34)

Equal weighted portfolios
alpha -0.82 -0.47 0.89 2.35 0.67 1.49 3.18

(-0.83) (-0.50) (0.95) (2.21) (0.53) (1.55) (3.50)
MKT 1.04 0.99 0.96 0.94 0.93 -0.10 -0.11

(52.55) (47.81) (47.71) (39.41) (35.40) (-4.90) (-4.84)
SMB 1.00 0.90 0.85 0.93 1.04 -0.07 0.04

(25.89) (24.89) (22.60) (23.07) (24.14) (1.35) (-2.01)
HML 0.35 0.40 0.36 0.26 0.36 -0.09 0.02

(9.95) (11.00) (9.97) (6.23) (7.92) (0.50) (-2.40)
MOM -0.08 -0.04 -0.03 -0.02 -0.01 0.06 0.07

(-3.10) (-1.34) (-1.17) (-0.64) (-0.38) (2.83) (2.79)

Note: Regressions of value and equal weighted excess portfolio returns on FF
and momentum factor returns. Alphas are annualized (%). t−statistics are
in parentheses.
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Table 5: Alphas and Betas of Portfolios Sorted on RER, Manufacturing Firms

July 1971 - June 2003

RER quintile low 2 3 4 high 5-1 4-1
Value weighted portfolios

alpha -3.85 -1.92 1.00 1.83 0.99 4.84 5.68
(-2.90) (-1.52) (0.72) (1.37) (0.69) (2.59) (3.10)

MKT 1.07 0.98 0.94 0.94 1.00 -0.12 -0.07
(34.82) (36.19) (30.07) (32.98) (33.69) (-1.86) (-3.29)

SMB 0.20 0.03 -0.02 -0.15 0.02 -0.35 -0.18
(3.92) (0.75) (-0.56) (-3.73) (0.54) (-3.12) (-5.24)

HML 0.04 0.00 0.00 -0.24 -0.09 -0.28 -0.13
(0.74) (-0.03) (0.03) (-4.59) (-1.48) (-1.73) (-3.77)

MOM -0.01 -0.05 -0.09 -0.04 0.01 -0.02 0.02
(-0.35) (-1.47) (-2.22) (-1.05) (0.22) (0.49) (-0.44)

Equal weighted portfolios
alpha -0.22 -0.67 1.08 2.08 2.42 2.64 2.29

(-0.20) (-0.66) (1.05) (1.93) (1.84) (2.42) (2.47)
MKT 1.03 1.00 0.96 0.96 0.95 -0.07 -0.08

(46.71) (43.56) (42.69) (38.93) (32.76) (-3.51) (-3.95)
SMB 0.99 0.83 0.82 0.89 1.08 -0.10 0.09

(27.06) (19.06) (21.74) (22.99) (23.51) (2.48) (-3.70)
HML 0.33 0.42 0.36 0.26 0.31 -0.07 -0.02

(8.76) (9.95) (9.03) (5.85) (6.03) (-0.48) (-2.03)
MOM -0.07 -0.03 -0.04 -0.01 -0.02 0.06 0.05

(-2.67) (-0.89) (-1.26) (-0.38) (-0.63) (1.89) (2.36)

Note: Regressions of value and equal weighted excess portfolio returns on FF
and momentum factor returns. Alphas are annualized (%). t−statistics are
in parentheses.
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Table 6: Alphas and Betas of Portfolios Sorted on RER, All Firms

July 1983 - June 2003

RER quintile low 2 3 4 high 5-1 4-1
Value weighted portfolios

alpha -4.88 -1.94 -2.21 3.06 -0.74 4.15 7.94
(-3.22) (-1.65) (-1.33) (2.36) (-0.38) (1.46) (3.98)

MKT 1.14 0.98 0.92 0.98 1.04 -0.16 -0.10
(38.84) (36.91) (27.96) (34.92) (20.18) (-1.50) (-3.77)

SMB 0.44 -0.01 -0.01 -0.04 0.04 -0.48 -0.40
(9.55) (-0.19) (-0.27) (-0.91) (0.50) (-3.57) (-8.29)

HML 0.01 0.01 -0.11 -0.30 -0.11 -0.32 -0.13
(0.32) (0.28) (-2.05) (-5.39) (-1.35) (-1.30) (-4.91)

MOM -0.08 -0.01 -0.18 -0.01 -0.03 0.06 0.05
(-2.33) (-0.44) (-4.92) (-0.40) (-0.53) (0.71) (1.39)

Equal weighted portfolios
alpha -1.10 -0.80 0.01 1.99 -0.62 0.49 3.10

(-0.83) (-0.58) (0.01) (1.29) (-0.34) (0.37) (2.31)
MKT 1.01 0.96 0.93 0.90 0.87 -0.12 -0.14

(41.17) (30.45) (30.79) (30.27) (24.03) (-4.57) (-4.85)
SMB 0.92 0.86 0.77 0.84 0.94 -0.08 0.03

(18.26) (16.80) (15.68) (16.09) (15.32) (0.65) (-1.87)
HML 0.31 0.40 0.34 0.23 0.34 -0.08 0.03

(6.07) (6.84) (6.33) (4.18) (5.23) (0.75) (-1.74)
MOM -0.10 -0.03 -0.02 0.00 -0.01 0.10 0.09

(-2.40) (-0.69) (-0.55) (-0.01) (-0.10) (2.45) (3.33)

Note: Regressions of value and equal weighted excess portfolio returns on FF
and momentum factor returns. Alphas are annualized (%). t−statistics are
in parentheses.
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Table 7: Alphas and Betas of Portfolios Sorted on RER, Manufacturing Firms

July 1983 - June 2003

RER quintile low 2 3 4 high 5-1 4-1
Value weighted portfolios

alpha -4.05 -2.24 -1.79 0.64 0.66 4.71 4.69
(-2.51) (-1.46) (-1.06) (0.42) (0.33) (1.78) (2.18)

MKT 1.09 0.95 0.94 0.98 0.98 -0.11 -0.11
(28.81) (22.69) (26.21) (33.30) (24.88) (-1.93) (-2.57)

SMB 0.32 -0.01 0.00 -0.10 0.05 -0.41 -0.27
(5.07) (-0.17) (0.08) (-1.90) (0.81) (-3.84) (-6.93)

HML -0.02 0.00 0.01 -0.19 -0.13 -0.17 -0.10
(-0.39) (-0.03) (0.11) (-3.44) (-1.62) (-1.14) (-2.45)

MOM 0.02 0.03 -0.09 0.00 -0.04 -0.02 -0.06
(0.42) (0.85) (-1.77) (-0.08) (-0.62) (-0.86) (-0.44)

Equal weighted portfolios
alpha 0.04 -1.05 -0.08 1.67 2.74 2.70 1.62

(0.03) (-0.72) (-0.05) (1.08) (1.37) (1.81) (1.33)
MKT 1.02 0.96 0.94 0.92 0.88 -0.10 -0.14

(35.26) (28.64) (28.38) (30.48) (22.21) (-4.62) (-4.49)
SMB 0.94 0.79 0.76 0.78 1.00 -0.15 0.07

(17.88) (13.02) (15.42) (15.85) (14.07) (1.45) (-4.97)
HML 0.26 0.41 0.37 0.21 0.24 -0.05 -0.02

(4.56) (6.53) (6.38) (3.96) (3.34) (-0.38) (-1.31)
MOM -0.09 -0.03 -0.02 0.01 -0.06 0.10 0.04

(-2.33) (-0.70) (-0.36) (0.21) (-1.06) (1.03) (3.13)

Note: Regressions of value and equal weighted excess portfolio returns on FF
and momentum factor returns. Alphas are annualized (%). t−statistics are
in parentheses.
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Table 8: Descriptive Statistics, Alphas and Betas of Portfolios Sorted on adjRER, All
Firms

July 1971 - June 2003

adjRER quintile low 2 3 4 high 5-1
Descriptive statistics

adjRER -0.20 -0.08 -0.01 0.06 0.23
reEW 8.40 8.64 9.00 9.96 10.44
reVW 2.40 4.92 2.40 4.08 5.52

Value weighted portfolios
alpha -3.08 0.09 -2.85 0.69 0.74 3.82

( -2.89 ) ( 0.06 ) ( -2.47 ) ( 0.58 ) ( 0.57 ) ( 2.29 )
MKT 1.04 0.94 1.03 0.96 1.04 -0.07

( 50.25 ) ( 29.97 ) ( 45.47 ) ( 39.41 ) ( 35.85 ) ( 0.05 )
SMB 0.18 0.02 0.02 0.00 0.14 -0.18

( 5.25 ) ( 0.60 ) ( 0.45 ) ( 0.11 ) ( 3.06 ) ( -0.56 )
HML -0.11 -0.03 -0.05 -0.21 -0.20 -0.11

( -3.16 ) ( -0.65 ) ( -1.22 ) ( -4.94 ) ( -4.20 ) ( -1.54 )
MOM -0.05 -0.05 -0.05 -0.11 -0.06 -0.06

( -1.85 ) ( -1.39 ) ( -1.47 ) ( -3.83 ) ( -1.92 ) ( -0.22 )
Equal weighted portfolios

alpha -0.65 -0.46 0.21 1.49 1.90 2.55
( -0.64 ) ( -0.45 ) ( 0.22 ) ( 1.46 ) ( 1.60 ) ( 2.97 )

MKT 1.01 1.00 0.97 0.96 0.92 -0.05
( 47.15 ) ( 43.51 ) ( 44.35 ) ( 41.89 ) ( 41.75 ) ( -4.48 )

SMB 1.03 0.88 0.90 0.89 1.03 -0.14
( 24.39 ) ( 22.94 ) ( 23.57 ) ( 23.10 ) ( 27.48 ) ( 0.11 )

HML 0.35 0.38 0.34 0.30 0.29 -0.05
( 8.98 ) ( 8.98 ) ( 8.44 ) ( 8.01 ) ( 7.29 ) ( -1.87 )

MOM -0.05 -0.03 -0.02 -0.03 -0.02 0.02
( -1.52 ) ( -0.84 ) ( -0.63 ) ( -0.97 ) ( -0.67 ) ( 1.05 )

Note: Descriptive statistics and regressions of value and equal weighted ex-
cess portfolio returns on FF and momentum factor returns. For adjRER,
equal-weighted averages are first taken over all firms in that portfolio, then
over years. adjRER is buildings/PPE − (buildings/PPE)industry. reEW is
equal-weighted monthly excess returns, reVW is value-weighted monthly ex-
cess returns, annualized, averages are taken over time (%). Excess returns
are measured in the year following the portfolio formation. Alphas are annu-
alized (%). t−statistics are in parentheses.
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Figure 5: Annual Change in Aggregate H/K Ratio, 1930-2003. The darker columns
indicate NBER recession periods.

The results of the firm level analysis are interesting. I find that the firms with higher
RER indeed earn higher returns after adjusting for common risk factors, suggesting
that the owners of these firms are compensated for their real estate risk exposure. This
empirical result is consistent with the predictions of the model economy (Table 2).

6.3 Implications of Aggregate Capital Composition

The firm level RER measure constructed from the accounting data is a rough measure of
the firm’s capital composition. The buildings and PPE are historical cost values, rather
than quantities of capital. The economic depreciation is not reflected in the data. I
construct an aggregate measure of capital composition, aggregate H/K, using quantity
indexes of aggregate capital by dividing the quantity index for nonresidential structures
by the quantity index for equipment. Aggregate H/K is a moment of the state variables
in the model economy, therefore is economically meaningful.

Figure 5 plots the annual change in aggregate H/K ratio over the 1930-2003 period.
The darker columns in the figure indicate NBER recession periods. The aggregate H/K
ratio increased during all but one recession, which coincides with the second world war.
The correlation coefficient between the GDP growth and the change in aggregate H/K
ratio is around -0.4 throughout the postwar era. This empirical result is consistent with
the predictions of the model economy (Figure 3).

I utilize the information content of the aggregate H/K ratio by using it as a condi-
tioning variable, and undertake a cross sectional investigation of the conditional CAPM
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using the 25 size and B/M sorted Fama-French portfolios. The unconditional (static)
version of CAPM has been unable to explain the cross sectional differences in firm re-
turns. The first column of figure 6 plots the average realized returns of the 25 portfolios
against their CAPM fitted counterparts. The plots are almost flat, indicating that there
is virtually no relationship between the realized and expected mean returns based on
CAPM. The idea behind conditioning the CAPM with the aggregate H/K is that, the
risk of an asset is determined by the covariance of the asset’s return with the market
return conditional on the aggregate H/K ratio. The risk premia is time varying; it is
higher when the change in the aggregate H/K is high. The return of an asset covaries
more with the market return when the H/K is high.

My estimation is in the spirit of Cochrane (1996) and Lettau and Ludvigson (2001).
Cochrane (1996) estimates unconditional and conditional factor models where he uses
returns on physical investment as factors and term premium and dividend/price ratio
as conditioning variables. Lettau and Ludvigson (2001) estimate conditional versions of
CAPM and consumption CAPM. Their conditioning variable cay is a cointegrating resid-
ual between the logarithms of consumption, asset wealth and labor income. Cochrane
(1996) uses GMM, whereas Lettau and Ludvigson (2001) use Fama-MacBeth regressions
to estimate the models.

I estimate the following cross sectional regression, where the scaling variable zt =
∆H/Kt, and the factor ft+1 = Rvwt+1 :

13

E(Re
i ) = βzλz + βfλf + βz·fλz·f

Table 9 reports the estimates for factor loadings (prices of risk) from cross sectional Fama-
MacBeth regressions using the returns of 25 size and B/M sorted Fama-French portfolios,
together with t-statistics, Shanken corrected t-statistics and R2s. I report the results for
the unconditional CAPM, FF 3-factor model and the conditional CAPM, where CAPM
is scaled by the change in aggregate H/K ratio. Figure 6 plots the average realized
returns of the 25 portfolios against their model fitted counterparts.

The unconditional CAPM has virtually no power in explaining the cross section of
average returns. The adjusted R2s of the cross sectional regressions are negative in the
postwar subperiods. By contrast, the conditional CAPM performs relatively well in all
subperiods. The adjusted R2 of the cross sectional regression ranges between 50-70%.
The loadings on the market return scaled by the aggregate H/K ratio (H/Kt · Rvwt+1)
and the aggregate H/K ratio are positive and statistically significant. The fit of the
model is comparable to that of the Fama-French 3 factor model, even though the latter
model produces slightly higher adjusted R2s.

13I demean the scaling variable, change in aggregate H/Kt, in my empirical analysis.
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Table 9: Fama-MacBeth Regression Results Using 25 Size and B/M Sorted Portfolios

Row Model Constant λH/Kt λRvwt+1
λSMBt+1 λHMLt+1 λH/Kt·Rvwt+1

R2

1931− 2003
1 CAPM -2.29 12.01 0.35

(-0.55) (2.51) (0.33)
(-0.47) (1.99)

2 Scaled CAPM 3.98 0.01 4.87 0.43 0.74
(0.93) (2.45) (1.00) (3.69) (0.70)
(0.77) (1.85) (0.77) (2.65)

3 FF 16.05 -7.70 4.21 6.35 0.86
(3.15) (-1.37) (2.40) (3.55) (0.84)
(2.48) (-1.02) (1.51) (2.25)

1948− 2003
4 CAPM 12.94 -1.77 0.01

(2.44) (-0.30) (-0.04)
(2.43) (-0.28)

5 Scaled CAPM 6.84 0.03 1.96 0.49 0.58
(1.32) (3.53) (0.34) (3.44) 0.52
(0.70) (1.85) (0.18) (1.80)

6 FF 11.70 -3.76 2.37 5.80 0.80
(2.99) (-0.82) (1.30) (3.17) (0.77)
(2.66) (-0.66) (0.87) (2.12)

1964− 2003
7 CAPM 11.55 -1.74 0.01

(2.31) (-0.30) (-0.03)
(2.30) (-0.27)

8 Scaled CAPM -2.20 0.01 7.91 0.38 0.59
(-0.38) (2.09) (1.25) (3.14) (0.53)
(-0.20) (1.04) (0.64) (1.63)

9 FF 11.06 -5.49 4.13 6.11 0.80
(2.27) (-0.98) (1.70) (2.61) (0.77)
(1.97) (-0.78) (1.12) (1.72)

Note: The table reports the cross sectional regression coefficients, t-statistics
and R2s. In each row, the first line reports the regression coefficients and the
R2s, the second line reports the t-statistics and adjusted R2s, the third line
reports the t−statistics after Shanken (1992) correction.
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Figure 6: Actual vs. predicted mean excess returns of 25 size and B/M sorted portfolios
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7 Conclusion

I introduce a general equilibrium production model where the firms use two factors, real
estate capital and other capital, and investment is irreversible. Slow depreciation of real
estate capital makes real estate investment riskier than investment in other capital. Due
to the irreversibility of investment, the firm will find it difficult to reduce its real estate
holdings when it would like to do so, whereas the other capital depreciates, hence de-
creases faster. Therefore, recessions hurt firms with high real estate holdings particularly
bad. In equilibrium, investors demand a premium to hold such a firm. This prediction
is also empirically supported. Using a portfolio based approach, I find that the returns
of firms with a high share of real estate capital exceed that for low real estate firms by
4-7% annually adjusted for exposures to the market return, size, value and momentum
factors. The model also predicts countercyclical variation in the aggregate share of real
estate in total capital, which is a moment of the state variables. The empirical evidence
is also consistent with this prediction. I undertake a cross sectional investigation of the
conditional CAPM, where the change in aggregate share of real estate in total capital is
used as the conditioning variable. The conditional CAPM delivers substantially improved
results over its unconditional version.

The capital breakdown I consider is limited to real estate and other physical capital.
Nevertheless, this breakdown excludes at least one big class of capital, which is referred
to as intangible or organizational capital. Accounting for intangible capital is inherently
difficult; neither there is a consensus on how intangible capital is defined, nor on how it
is measured. Its definition involves a variety of concepts, such as organizational culture,
copyrights and research and development. Further research integrating intangible capital
into the firm’s capital composition would provide a more realistic and comprehensive view
of the firm than what this simple model portrays.
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Appendix A: Computational Solution

I solve the Euler equations (Eq.5) using the Chebyshev PEA algorithm in Christiano
and Fisher (2000). In order to use the PEA, the system should be "invertible", i.e., once
the parameterized expectation is substituted in the equilibrium condition, one should be
able to construct the policy function. The Euler equations that will be solved (Eq.5) are
not "invertible" in the sense that the policy functions, [k01, k

0
2, h

0
1, h

0
2], cannot be retrieved

by substituting the parameterized expectations in the right hand side. A value for C
can be found from any one of the four Euler equations, but there is no way to compute
individual policy functions. In order to make the system invertible, following Marcet and
Lorenzoni (1988), I slightly modify the Euler equations by premultiplying both sides of
the 4 Euler equations by k01, k

0
2, h

0
1, h

0
2, respectively. Since capital levels are never zero

in equilibrium, the new equations are satisfied if and only if the original Euler equations
are satisfied. The modified Euler equations are as follows, where the primes denote next
period’s values14:

(uC − λi) k
0
i =

Z Z
β(uC0(FK0

i
+ 1− δ)− λ0i(1− δ))k0ipz1(z

0
1|z1)pz2(z02|z2)dz1dz2

(uC − νi)h
0
i =

Z Z
β(uC0(FH0

i
+ 1− µ)− ν 0i(1− µ))h0ipz1(z

0
1|z1)pz2(z02|z2)dz1dz2

for i ∈ {1, 2}; where uC0 = uC(C
0), FK0

i
= FK(K

0
i), FH0

i
= FH(H

0
i).

The solution is a function êa(s, z), with a finite set of parameters, a :

exp (êa) ≈

¯̄̄̄
¯̄̄̄
R R

β(uC0(FK0
1
+ 1− δ)− λ01(1− δ))k01pz1(z

0
1|z1)pz2(z02|z2)dz1dz2R R

β(uC0(FK0
2
+ 1− δ)− λ02(1− δ))k02pz1(z

0
1|z1)pz2(z02|z2)dz1dz2R R

β(uC0(FH0
1
+ 1− µ)− ν 01(1− µ))h01pz1(z

0
1|z1)pz2(z02|z2)dz1dz2R R

β(uC0(FH0
2
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¯̄̄̄
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where êa is constructed using Chebyshev polynomials as basis functions: êa(s, z) =
a0[T (ϕ(k1))⊗T (ϕ(k2))⊗T (ϕ(h1))⊗T (ϕ(h2))⊗T (ϕ(z1))⊗T (ϕ(z2))], where the basis func-
tions, T (x) = [T0(x) T1(x) ... TN−1(x)]0, are Chebyshev polynomials, and ϕ(x) = 2

x−x
¯

x̄−x
¯
−1.

a denote the (Nk1 ×Nk2 ×Nh1 ×Nh2 ×Nz1 ×Nz2)× 4 dimensional vector of parameters
for êa.

The relations linking the policy functions, ŝ0a(s, z) = [k̂
0
1a , k̂

0
2a , ĥ

0
1a , ĥ

0
2a ] and the multi-

plier functions, m̂a(s, z) = [λ̂1a , λ̂2a , ν̂1a , ν̂2a ], to êa(s, z) are as follows:

ŝ0a = max{[log(1− δ) + k1, log(1− δ) + k2, log(1− µ) + h1, log(1− µ) + h2], êa/uĈa}
Ĉa = Y1 + Y2 − exp(k̂01a)− exp(k̂02a)− exp(ĥ01a)− exp(ĥ02a)
m̂a = uĈa − êa/ŝ

0
a

14When the time subscript is dropped, primes denote next period’s values.
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Let’s define êa(s, z), RHSa(ŝ
0
a(s, z), z

0) and X as follows:

êa =

¯̄̄̄
¯̄ êa(k11, k21, h11, h21, z11, z21)

...
êa(k1Mk1

, k2Mk2
, h1Mh1

, h2Mh2
, z1Mz1

, z2Mz2
)

¯̄̄̄
¯̄

RHSa =

¯̄̄̄
¯̄̄̄
¯̄

R R
β(uĈ0a(FK̂0

1a
+ 1− δ)− λ̂01a(1− δ))k̂01apz1(z

0
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+ 1− δ)− λ̂02a(1− δ))k̂02apz1(z

0
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0
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0
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¯̄̄̄
¯̄̄̄
¯̄
0

X = [T (k11) ... T (k1Mk1
)]0⊗ [T (k21) ... T (k2Mk2

)]0⊗ [T (h11) ... T (h1Mr1
)]0⊗ [T (h21) ...

T (h2Mr2
)]0⊗[T (z11) ... T (z1Mz1

)]0⊗[T (z21) ... T (z2Mz2
)]0 is an (Mk1 ×Mk2 ×Mh1 ×Mh2 ×Mz1 ×Mz2)×

(Nk1 ×Nk2 ×Nh1 ×Nh2 ×Nz1 ×Nz2) matrix, where kij’s are Mki roots of the Mkith or-
der Chebyshev polynomial, TMki

(x), and hij’s and zij’s are defined accordingly.

The procedure to estimate the parameter set, a, starts with computing a fixed set
of grid points, k1jk1 , k2jk2 , h1jh1 , h2jh2 , jk1 = 1, ...,Mk1 , jk2 = 1, ...,Mk2, jh1 = 1, ...,Mh1 ,
jh2 = 1, ...,Mh2 , and coming up with an initial guess for a

15. The new value for a is
computed as follows:

1. compute RHSa, which is a (Mk1 ×Mk2 ×Mh1 ×Mh2 ×Mz1 ×Mz2) ×1 vector,
2. retrieve a by regressing RHSa on X, ã = (X 0X)−1X 0RHSa. If ã is close enough

to the initial guess, convergence is achieved. Otherwise, the initial guess is updated, and
the procedure is repeated until the convergence is achieved.

15Following Christiano and Fisher (2000), for the initial guess of the policy function, I use a log linear
approximation, truncated to ensure that gross investment is nonnegative. I use zero function for the
Lagrange multipliers.
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