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It is shown in the context of a simple example with a small two-class population, that the first best utilitarian allocation can sometimes be achieved as a dominant strategy equilibrium, even though leisure is a normal good. This occurs because a person's optimal lump-sum tax depends both on his own announced ability and the distribution of announced abilities. It is also demonstrated that, in a wider class of cases, the first best can be achieved as a Bayes-Nash equilibrium.

1. Introduction

Mirrlees (1971, p. 205; 1974, p. 251) and Dasgupta and Hammond (1980, p. 150) have argued that if abilities cannot be directly observed and there is a continuum of individuals, then the lump-sum taxation necessary to achieve a first best utilitarian social optimum is not feasible, except in some unusual cases where leisure is not a normal good. The reason is that the first best allocation usually involves high ability people having less utility than those with low ability. To see this, consider the case where utility is separable in consumption and leisure. Optimality requires marginal utilities of consumption and hence levels of consumption to be equated across the population. Labour supplies must be such that the marginal disutility of labour for each unit of consumption produced is the same for everybody; this implies the high ability have to supply more labour than the low ability. They are therefore worse off and if offered the first best allocations will pretend to be low ability.

Hammond (1979, p. 271, and especially fn. 2, p. 281) has also argued, in the context of a model with a continuum of individuals but with two or more discrete classes of ability, that although the first best can sometimes be achieved, this will not be possible with a concave welfare integral if leisure is a normal good: in particular it will again not be possible with a utilitarian social welfare function if utility is separable in consumption and leisure [see
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high will be worthwhile if the other person announces high provided

\[ U(C_H^1, 1-l_H^1) > U\left(C_L^2, 1-\frac{A_L l_L^2}{A_H}\right) \]  \hspace{1cm} (8)

and if the other person announces low provided

\[ U(C_H^2, 1-l_H^2) > U\left(C_L^2, 1-\frac{A_L l_L^1}{A_H}\right) \]  \hspace{1cm} (9)

To see that (8) and (9) can both be simultaneously satisfied so that truth-telling is a dominant strategy, consider the case where

\[ U = \alpha \log C + \log (1-l), \]  \hspace{1cm} (10)

\[ \alpha = 10; \quad A_H = 2; \quad A_L = 0. \]  \hspace{1cm} (11)

The optimal utilitarian levels of consumption, labour supply and utility for the two types are then as shown in table 1.

<table>
<thead>
<tr>
<th>State</th>
<th>C_H</th>
<th>l_H</th>
<th>U(C_H, 1-l_H)</th>
<th>C_L</th>
<th>l_L</th>
<th>U(C_L, 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.818</td>
<td>0.909</td>
<td>3.581</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.952</td>
<td>0.952</td>
<td>-3.532</td>
<td>0.952</td>
<td>0</td>
<td>-0.488</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td>-3.532</td>
<td>0</td>
<td>0</td>
<td>-\infty</td>
</tr>
</tbody>
</table>

It can be seen that (8) is satisfied since \( U(C_H^1, 1-l_H^1) = 3.581 \) whereas \( U(C_L^2, 1-A_L l_L^1/A_H) = -0.488 \). Similarly (9) is also satisfied since \( U(C_H^2, 1-l_H^2) = -3.532 \) and \( U(C_L^2, 1-A_L l_L^2/A_H) = U(C_L, 1) = -\infty \). Thus truth-telling is a dominant strategy for high ability people. In state 2 the high ability person is worse off than the low ability person because he works harder. This is the basis for the argument in Hammond (1979) and Stiglitz (1982) that the first best cannot be achieved: the high ability envies the low ability's allocation. However, when making his decision on what level of ability's allocation, each person's announcement changes the announced distribution of abilities, so that (8) and (9) are the relevant comparisons and these can both be satisfied.

If the utility function is as in (15) will always be satisfied,
were weighted more heavily than high utilities. The first best will also be attained no matter what the actual distribution of abilities is, whether it be that corresponding to state 1, 2 or 3.

So far it has been assumed that the government can observe only income $Y$. If in addition it can observe labor supply $l$ but people can choose their productivity to be less than or equal to their ability, as in Dasgupta and Hammond (1980), then (8) and (9) are changed to:

$$U(C_{1H}^1, 1-l_{1H}^0) > U(C_{1L}^2, 1-l_{1L}^0), \quad (12)$$

$$U(C_{2H}^2, 1-l_{2H}^0) > U(C_{1L}^1, 1-l_{1L}^0). \quad (13)$$

Since in the example $l_{1L}^1 = l_{1H}^0 = 0$ it follows the first best can still be achieved in this case. Thus even though individuals can manipulate the terms of trade, which here is the real efficiency wage, this does not make the first best incentive incompatible as it usually does.

Truth-telling is not always a dominant strategy. For example if

$$\alpha = 1; \quad A_H = 2; \quad A_L = 0, \quad (14)$$

it can be shown that (8) is not satisfied. However, it is still the case that truth-telling can be achieved as a Bayes-Nash equilibrium, provided any high ability person's prior that state 2 is the actual state is strictly positive. To see this, suppose the high ability person's prior is

<table>
<thead>
<tr>
<th>State</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>H's prior</td>
<td>$\pi$</td>
<td>$1-\pi$</td>
<td>0</td>
</tr>
</tbody>
</table>

(A high ability person knows state 3 is impossible since he himself is high ability.) No assumption is made as to what the actual distribution of abilities is and initially it is possible nobody, including the government, knows the actual distribution of abilities. Thus before any announcements are made $\pi$ can take any value. In the case where only $Y$ can be observed, given that the other person is telling the truth, a high ability person will correctly reveal his ability provided

$$\pi U(C_{1H}^1, 1-l_{1H}^0) + (1-\pi) U(C_{1H}^2, 1-l_{1L}^0),$$

$$\Rightarrow \pi U\left(C_{1L}^1, 1-\frac{A_L R_H}{A_H}\right) + (1-\pi) U\left(C_{1L}^1, 1-\frac{A_L R_L}{A_H}\right). \quad (15)$$

If the utility function is as in (10) and $A_L = 0$, then provided only that $\pi < 1$, (15) will always be satisfied, since the left-hand side is finite and $U(C_{1L}^2)$,
$1 - A_l \frac{L_l}{A_w} = U(C_l^1, 1) = - \infty$. A similar result holds if $l$ can be observed in addition to $Y$.

3. Concluding remarks

It has been shown in a simple example of a small two-class economy that the first best utilitarian solution can be achieved as a dominant strategy equilibrium. It has also been demonstrated that in a wider class of cases the first best optimum can be achieved as a Bayes–Nash equilibrium.

It should perhaps be pointed out that the example did not rely on the government using information on the distribution of abilities. It is therefore different from examples where everybody is punished if the announced distribution does not correspond to the distribution the government knows to be correct. Here, no assumption is made about the government's information on the distribution of abilities; all that is required is that the government knows people can be high or low ability and the form of their utility functions.

The model used was a very simple one, the crucial features being a finite population and the discrete number of classes. With greater numbers of people and more levels of ability, it should still be possible to construct similar examples. However it seems likely that, the greater the complexities of the model, the more special and unusual such examples will be.
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